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Abstract

This paper presents a new method to detect and accurately extract the moving object from a video sequence taken by a hand-held camera. In order to extract the high quality moving foreground, previous approaches usually assume that the background is static or through only planar-perspective transformation. In our method, based on the robust motion estimation, we are capable of handling challenging videos where the background contains complex depth and the camera undergoes unknown motions. We propose the appearance and structure consistency constraint in 3D warping to robustly model the background, which greatly improves the foreground separation even on the object boundary. The estimated dense motion field and the bi-layer segmentation result are iteratively refined where continuous and discrete optimizations are alternatively used. Experimental results of high quality moving object extraction from challenging videos demonstrate the effectiveness of our method.

1. Introduction

Accurate moving foreground extraction from a video is an active research in computer vision. For an applicable high-quality video editing tool, it is usually required that the moving foreground object can be robustly detected, separated, and edited. However, this is an inherently ill-posed problem due to the large number of unknowns and the possible geometric and motion ambiguities in the computation.

In order to separate the foreground object with visually plausible boundary, several bi-layer separation methods \cite{5, 10, 15, 4} are proposed assuming that the camera is mostly stationary and the background is known or can be modeled. In \cite{7}, using the stereo video sequences and assuming the mostly static background, the object color, gradient, and displacement information are integrated to infer the foreground layer in real time. Later on, two approaches are proposed respectively in \cite{15, 4} to separate the foreground from a single stationary web camera using different spatial and temporal priors. Most recently, an approach is proposed in \cite{20} to infer bilayer segmentation monocularly even in the presence of distracting background motion. For all these methods, if the camera undergoes arbitrary translational and rotational motions and the background has complex geometry structures, the foreground object cannot be accurately extracted due to the following two main factors.

\textbf{Motion estimation.} In videos, the motion estimation errors are inevitable even using state-of-art algorithms \cite{2, 18, 8}. The estimation inaccuracy may cause large problem in correctly constructing the background information and in modeling the background prior in segmentation.

\textbf{Foreground definition.} The moving camera also brings the difficulties in defining and identifying the foreground object. If the background is known, it is certain that the foreground can be detected and extracted using color constancy constraint or other more sophisticated tracking or Bayesian detection methods \cite{19, 13}. However, if the background is unknown in the beginning, the foreground definition can be ambiguous. We shall show in this paper that labeling the pixels geometrically close to the camera or the pixels with large motions as foreground is NOT correct in many cases.

Besides bilayer separation, motion segmentation \cite{1, 17, 6, 8} has been extensively studied during the past decades. The purpose of these methods is to group pixels that belong to similar motion, and eventually to cluster the motion to multiple layers. These methods do not aim to achieve the high quality foreground extraction and usually produce segmentation without accurate object boundaries especially when occlusion or disocclusion happen.

In this paper, we propose an automatic method to accurately detect and extract the moving object from a video sequence taken by a hand-held camera. Our method advances in several ways to improve the accuracy of the bi-layer segmentation especially on the object boundary. Our method iterates between motion estimation and bilayer segmentation. In the motion estimation process, in order to minimize the errors caused by optical flow formulation, on
one hand, we introduce the occlusion parameter and propose the continuous-discrete optimization to avoid the local optimum. On the other hand, we apply the structure from motion technique to reliably recover the camera motion and sparse 3D points. These points map to different frames as reliable anchors to constrain the motion optimization.

In the bilayer segmentation, using the camera parameters, the multi-view geometry constraint is incorporated into our layer separation model. A novel appearance and structure consistency constraint in 3D warping is introduced in our approach to model the essential difference between the moving object and the background in the video. The final foreground is extracted by solving an optimization problem combining all these constraints and considering the temporal-spatial smoothness in video.

The paper is organized as follows. In Section 2, we give an overview of our method. In Section 3, the robust optical flow and dense depth estimation are described. The moving foreground detection and extraction are described in Section 4. Experimental results are shown in Section 5. We discuss and conclude our paper in Section 6.

2. Our Approach

Given a video sequence taken by a freely moving camera with n frames, our objective is to achieve a high quality foreground extraction without initially knowing the object motions. We denote $f^t(i)$ the pixel $i$ in frame $t$. Then our goal in this paper is to estimate $\alpha^t_i$, which is the label of segmentation for each pixel $i$ in frame $t$. $\alpha$ has binary values. $\alpha^t_i = 1$ when the pixel belongs to the foreground moving object, $\alpha^t_i = 0$ when it is on the background. We set $\alpha = 0$ for all pixels initially.

In order to automatically compute a visually satisfying and perceptually correct foreground extraction result, our method iterates between two steps, i.e., the dense depth estimation and foreground labeling, until a stable bilayer segmentation is obtained. Table 1 gives an overview of our algorithm.

3. Dense Depth Estimation

We use the structure from motion (SFM) method proposed in [21] to recover the camera motion parameters from the given video sequence. For completeness we briefly summarize the algorithm as follows.

We first detect and track feature points over the whole video sequence. Then, we select the superior tracks and key frames, and initialize the projective reconstruction from the reference triple frames. The projective reconstruction is upgraded to a metric framework at an appropriate moment through self-calibration. For each newly added frame, the new camera parameters and 3D points are initialized, and existing structure and motion are refined. Finally, the whole structure and motion are refined through bundle adjustment.

The output of the SFM estimation includes the recovered camera parameter set $C$ and a sparse 3D point set $D$ mapping to the feature points in the video frames. We denote the camera parameter as $C^t = \{K^t, R^t, T^t\}$ for frame $t$, where $K^t$ is the intrinsic matrix, $R^t$ is the rotation matrix, and $T^t$ is the translation vector.

3.1. Motion Estimation

The motion of each pixel is computed on consecutive frames in the video. We use a displacement vector $d^{t+1}(i) = (d_{x}^{t+1}(i), d_{y}^{t+1}(i))$ to model the motion of pixel $i$ between neighboring two frames $t$ and $t+1$. In order to handle occlusions, for each frame pair $f^t$ and $f^{t+1}$, we define the occlusion label $\{\alpha^t_{i} \mid \alpha^t_{i} \in \{0, 1\}\}$ for each pixel $i$. If one pixel is occluded when mapping from frame $t$ to frame $t+1$, $\alpha^t_{i} = 1$ is set to 1.

We define the following objective function to solve the dense displacement map:

$$\arg\min_{\alpha, \delta} \sum_{t=1}^{n-1} (E^{t,t+1}(\alpha, \delta) + E^{t+1,t}(\alpha, \delta)), \quad (1)$$

where $E^{t,t+1}(\alpha, \delta)$ and $E^{t+1,t}(\alpha, \delta)$ are the bidirectional energy terms representing the mapping from frame $t$ to frame $t+1$ and mapping from frame $t+1$ to frame $t$ respectively. Since they are similarly defined, we only give the definition of $E^{t,t+1}(\alpha, \delta)$ as follows,

$$E^{t,t+1}(\alpha, \delta) = \sum_{i \in f^t} m^{t,t+1}(i) + \sum_{j \in N(i)} s^{t+1}(i, j) + D^{t,t+1}(D), \quad (2)$$

where $N(\cdot)$ denotes the set of neighborhood. The energy function has three components: (i) the data matching term $m(i)$, (ii) the smoothness term $s(i, j)$ which consists of the spatial smoothness of motion and the visibility consistency, and (iii) a prior from the recovered 3D points.

Table 1. Overview of our framework.
3.2. The Energy Function

Data matching term \( m(i) \) is defined on the color constancy constraint between the matched pixels and is given by

\[
m^{t,t+1}(i) = \begin{cases} 
\rho_d^{t,t+1}(i), & \text{if } o_i^{t+1} = 0; \\
\min\{\rho_d^{t,t+1}(i), \eta_o\}, & \text{otherwise},
\end{cases}
\]

where \( i' \) in \( f^{t+1} \) is the matched pixel of \( i \) in frame \( t \). \( \eta_o \) is a penalty, preventing all pixels from being labeled as occlusion, which is defined similarly as the one in [14]. \( \rho_d^{t,t+1}(i) \) is a differentiable robust function:

\[
\rho_d^{t,t+1}(i) = \frac{||f^t(i) - f^{t+1}(i')||^2}{\eta_d + ||f^t(i) - f^{t+1}(i')||^2}.
\]

If \( o_i^{t+1} = 0 \) and \( \alpha_i^t \neq \alpha_{i'}^{t+1} \), there should ideally exist occlusion. However, in our optimization process, due to the use of discrete image space and the possible estimation errors, the bilayer separation is not always accurate. The matching cost is thereby defined as \( \min\{\rho_d^{t,t+1}(i), \eta_o\} \) to constrain the cost. Using optical flow, the color difference between \( f^t(i) \) and \( f^{t+1}(i') \) can be further written as

\[
||f^t(i) - f^{t+1}(i')||^2 \approx \sum ||f_x^i(i) - f_x^{i'}(i')||^2 + \sum ||f_y^i(i) - f_y^{i'}(i')||^2,
\]

where \( f_x^i, f_x^{i'} \) and \( f_y^i, f_y^{i'} \) are image gradients in \( x, y \) and \( t \) directions respectively. The continuity of the above function is important in computing the first order derivative

\[
\frac{\partial(f^t(i) - f^{t+1}(i'))}{\partial d} \approx (f_x^i(i), f_y^i(i))^\top,
\]

which makes it possible to apply a nonlinear continuous optimization, e.g., the steepest descent method, to estimate \( d \).

Smoothness term \( s(i, j) \) encourages the smoothness of the motion and occlusion, and is defined as

\[
s^{t,t+1}(i,j) = \beta_s \rho_s^{t,t+1}(i,j) + \beta_o[|o_i^{t+1} - o_j^{t+1}|] + \beta_w|s^{t+1}(i) - W^t(i)|,
\]

(3)

where \( \rho_s \) and \( |o_i^{t+1} - o_j^{t+1}| \) are the spatial smoothness constraints for the displacement and occlusion in each frame. \( \rho_s \) is a robust function, given by

\[
\rho_s^{t,t+1}(i,j) = \begin{cases} 
\min\{||d^{t+1}(i) - d^{t+1}(j)||^2, \eta_s\}, & \alpha_i^t = \alpha_j^{t+1}, \\
0, & \text{otherwise},
\end{cases}
\]

which implies if two neighboring pixels belong to different layers after segmentation, the spatial smoothness does not need to be preserved. \( \eta_s \) controls the upper bound of the cost. \( W^{t,t+1}(i) \in \{0, 1\} \) is a binary value, indicating whether or not there exists one or more pixels \( i \) in \( f^t \) that can be matched from \( f^{t+1} \) according to the displacement value \( d^{t+1,i} \) [14]. The value of \( W^{t,t+1}(i) \) is set to 1 if there is no corresponding pixel in \( f^{t+1} \) for \( f^t \).

Prior \( D \) imposes constraints with the recovered sparse 3D points \( D \) from our SFM estimation. For the 3D point \( X \in D \), its projections in \( f^t \) and \( f^{t+1} \) are denoted as \( u_X^t \) and \( u_X^{t+1} \) respectively where \( u_X^t \) can be computed by

\[
u_X^t = K^t(R^tX + T^t),
\]

with the estimated camera parameters \( K^t, R^t, \) and \( T^t \) from the SFM step. These pixels should be matched and be taken as anchor points in the optical flow estimation

\[
D^{t,t+1} = \beta_D \sum_{X \in D} \sum_{f_t, f_{t+1} \in \varphi(X)} \sum_{X \in D} ||d^{t+1}(u_X^t) - (u_X^{t+1} - u_X^t)||^2,
\]

(4)

where \( \varphi(X) \) is the frame set in which \( X \) has corresponding image feature points. The weight \( \beta_D \) is set to a large value.

3.3. Solving the Energy Function

Combining the definition of different energy terms, we solve for a dense displacement map with the consideration of the occlusion bi-directionally.

The occlusion \( o \) is initially set to all zeros. With the recovered 3D point set \( D \), we are able to determine the displacement of the sparse anchor points which correspond to the 3D points in \( D \). The motions of other pixels are initialized using our motion interpolation. Specifically, in each frame, we produce a 2-D triangulation of the sparse anchor points. Then the motion vectors for pixels inside each triangle are initialized using triangular interpolation. Our motion optimization algorithm alternates between the following two steps:

1. Fix \( o \) and estimate \( d \) by minimizing (1).
2. Fix \( d \), and estimate \( o \) by minimizing (1). Since the occlusion \( o \) has binary values, we use graph cut [3] to compute it.

In step 1, nonlinear continuous optimization methods, e.g., the steepest descent algorithm, can be used to estimate \( d \). However, it requires a good start point and is easily stuck in a local minimum. To overcome this problem, we propose a continuous-discrete optimization process.

We first apply the steepest descent algorithm to estimate a displacement map for each frame pair. In this step, the result may be only in a local minimum point given the high dimension of the solution space. In order to pull the result out of a local minimum point, we apply scalar quantization on the displacement \( d \) in \( x \) and \( y \) directions in the range of \( [d_x - \eta, d_x + \eta] \) and \( [d_y - \eta, d_y + \eta] \) respectively, where \( \eta \) is a constant value and is set to 5 in our experiments. Then, in the discrete space, loopy belief propagation [16] is applied to compute a better solution \( d' \). The continuous and discrete optimizations alternate and rapidly converge in our experiments.
3.4. Depth Estimation and Geometric Constraint

Once the dense motion vectors are computed, we link each pixel forward and backward in the neighboring frames according to the pixel displacement. This process eventually form dense motion tracks. Assuming that the estimated optical flow is not always accurate and the errors may be accumulated in constructing the tracks, we break a link between the connected pixels $f(t)(i)$ and $f(t+1)(i')$ in a track if one of the following happens: 1) $i'$ or $i$ is labeled “occluded”. 2) The optical flow consistency error

$$e_{flow}^{t,t+1}(i) = ||d^{t,t+1}(i) + d^{t+1,t}(i')||$$

is larger than a threshold (2 pixels in our experiments). After the above process, the lengths of all tracks are limited to no more than $N$ frames (30 in our experiments).

For a track $p$ expanding the frames from $f^t$ to $f^r$, according to the definition of motion vectors, the pixels along track $p$ in different frames should correspond to a same 3D point $X_p$ in the scene. Denoting the pixel in track $p$ in frame $t$ as $x_p^t$, ideally, we should have

$$x_p^t = K^t(R^tX_p + T^t),$$

where $K$, $R$, and $T$ are the estimated camera parameters. In real examples, the above equation does not hold and there always exist residual errors if we compute $||x_p^t - K^t(R^tX_p + T^t)||$. Therefore, we estimate $X_p$ by minimizing the root mean squared error (RMSE)

$$\arg\min_{X_p} \sqrt{\frac{1}{r-l+1} \sum_{t=l}^{r} ||x_p^t - K^t(R^tX_p + T^t)||^2}. \quad (6)$$

In our approach, the method of solving Equation (6) is similar to those in [11]. After obtaining a set of $X$’s, a depth map $z^t$ for each frame $t$, can be computed by storing the depth value $z^t_p$ in $[x^t_p, y^t_p, z^t_p] = R^tX_p + T^t$. In the meantime, we record the RMSE for all pixels in frame $t$ using a residual error map $\gamma^t$.

If one pixel maps to a 3D point in the background, its residual error should be small to satisfy the multiple-view geometry. Therefore, if the residual error for one pixel is large, it is quite possible that this pixel maps to the foreground since it does not satisfy the geometric constraint.

4. Moving Object Extraction

Although the residual error map $\gamma^t$ and the depth map $z^t$ contain important information to detect the moving object, they are still insufficient to correctly identify the foreground pixels due to the following reasons.

First, the residual error and depth rely greatly on the accuracy of motion estimation. Their values are not reliable on the moving object boundary, as shown in Figure 1 (a).

Second, it is possible that the residual error on moving object is very small, which satisfies the geometric constraint. For instance, if in a video capturing, the camera undergoes the same motion as the foreground object in order to keep it in center of all frames, the computed residual errors of the pixels on moving object may be very small. This makes these pixels to be identified as the static background. It is interesting to note here that using the depth value also does not help to correct the errors in this situation. According to the multiple-view geometry, the recovered depth values of the moving object pixels are much larger than those of the true background pixels, as shown in Figure 1 (b). So even using the depth information, the pixels in the moving object will still be labeled as background!

According to the fact that the near objects occludes the far ones, we propose a method based on appearance and structure consistency constraint in 3D warping, which can appropriately address all these problems.

4.1. Appearance and Structure Consistency

Since the depth map is computed, 3D warping techniques [9] can be used to render new views by projecting the pixels in one frame to their 3D locations and re-projecting 3D points onto other frames. In our method, for frame $t$, we select its neighboring $2l$ frames, i.e. $\{f^{t-l},...,f^{t+l}\}$. Then we warp these frames to $f^t$ using depth information. The pixels whose residual error is larger than a threshold (3.0 pixels in our experiments) are quite likely on the moving object. So we exclude them in the warping. The image warped from $f^t$ to $f^{t'}$ is denoted as $f^{t,t'}$. One illustration is shown in Figure 2. The red pixels are those receiving no projection during the warping.

Due to the accumulation error, the warped point may deviate from its correct position. We thus apply the following algorithm to locally search the best match using windows. The appearance error of pixel $i$ with respect to $f^t$ and $f^{t,t'}$...
is given by
\[
A^{t,t'}(i) = \frac{1}{|W|} \min_{j \in W} \sum_{k \in W} ||f^t(i + k) - \hat{f}^{t,t'}(i + j + k)||^2,
\]
where \(W\) is a window, and \(j = (d_x, d_y)\) is the searching index. It is illustrated in Figure 3. In our experiments, the size of \(W\) is set to \(7 \times 7\), and the values of \(d_x\) and \(d_y\) are in \([-7, 7]\).

We also construct the warped depth maps \(\hat{z}^{t,t'}\) similar to the warped frames. A structure error measurement is proposed to search local best match defined on the depth map. The structure error of pixel \(i\) with respect to \(f^t\) and \(\hat{f}^{t,t'}\) is defined by
\[
S^{t,t'}(i) = \frac{1}{|W|} \min_{j \in W} \sum_{k \in W} \left| \frac{1}{\hat{z}^t(i + k)} - \frac{1}{\hat{z}^{t,t'}(i + j + k)} \right|^2,
\]
where \(\hat{z}^t\) is the recovered depth map in frame \(f^t\).

After computing (7) and (8), each pixel \(i\) in frame \(t\) has several appearance and structure error measurements. They can be used to basically represent the probability that one pixel is in foreground or background. For instance, if the residual error \(A^{t,t'}(i)\) is large, pixel \(i\) has high chance to be in the moving foreground. For each pixel, we apply the median filter to all \(A^{t,t'}(i)\) and \(S^{t,t'}(i)\) where \(t' \in \{t - l, ..., t + l\}\), and compute the median values
\[
\bar{A}(i) = \text{median}\{A^{t,t-l}(i), ..., A^{t,t+l}(i)\},
\]
\[
\bar{S}(i) = \text{median}\{S^{t,t-l}(i), ..., S^{t,t+l}(i)\}.
\]
The appearance consistency term is defined as
\[
C^t_A(i) = e^{-\frac{\bar{A}(i)}{\delta_A^2}},
\]
where \(\delta_A\) is the standard deviation. Since \(\bar{S}^t\) and \(\gamma^t\) are defined on depth, we combine them in defining the structure consistency term
\[
C^t_S(i) = \sqrt{e^{-\frac{\bar{S}(i)}{\delta_S^2}} - e^{-\frac{\gamma(i)}{\gamma^2}}},
\]
where \(\delta_S\) and \(\delta_y\) are two standard deviations. In most of our experiments, \(\delta_A = 12\), \(\delta_y = 1.5\), and \(\delta_S = 0.05(z_{min} - z_{max})\). Here, \([z_{min}, z_{max}]\) is the depth range of the scene, which can be estimated using the recovered sparse 3D points \(D\).

Combining both the appearance and structure consistency terms, the data likelihood term is given by
\[
L^t(i) = \left\{ \begin{array}{ll} 1 - C^t(i) & \alpha^t_A = 0 \\ C^t(i) & \alpha^t_A = 1 \end{array} \right.
\]
where \(C^t(i)\) is the appearance and structure consistency term, a combination of \(C^t_A\) and \(C^t_S\), given by
\[
C^t(i) = w_A^t C^t_A(i) + (1 - w_A^t) C^t_S(i),
\]
where \(w_A^t\) is a factor balancing the two terms.

With the definition of our likelihood, we give an analysis that the proposed model can address the problems described in Section 4. First, our model is not that sensitive to both the accumulation error and boundary artifacts using 3D warping, as demonstrated in Figure 4. Second, our model can faithfully represent the occlusion. For instance, if a moving object has the same motion with the camera, according to multiple-view geometry, its recovered depth value will be very large. We use frame \(t'\) close to the reference frame \(t\), to produce \(\hat{f}^{t,t'}\) by 3D warping. Since the moving object pixels have larger “depth” values than the background, the warped moving pixels in \(\hat{f}^{t,t'}\) will be occluded by the background. Therefore, the moving pixels, no matter what their depth values are in frame \(t\), will have large appearance and structure consistency error, and the likelihood term (9) can be used to correctly model the moving object.

### 4.2. The Model for Bilayer Segmentation

Only using the likelihood term (9) in segmentation does not necessarily preserve boundary smoothness. We intro-
duce the following foreground/background separation energy function

\[ E_B = \sum_{t=1}^{n} \sum_{i \in f^t} (L^t(i) + \lambda T G^t_T(i) + \lambda S \sum_{j \in N(i)} G^t_S(i,j)). \]  

(11)

There are two components: the data term \( L^t(i) \), and the smoothness term which consists of spatial smoothness \( G^t_S(i,j) \) and temporal consistency \( G^t_T(i) \). \( \lambda S \) and \( \lambda T \) are the relative weights. We use \( \lambda_S = \lambda_T = 1 \) in our experiments.

In our experiments, we found that in map \( C^t \) computed on all pixels in frame \( t \), there is large contrast around the moving object boundary. So the spatial smoothness term should encourage the foreground boundary to lie on pixels with large contrast in map \( C^t \) as well as in image \( f^t \). We compute the contrast on map \( C^t \) by

\[ g^t_A(i,j) = G_\sigma \otimes |C^t(i) - C^t(j)|, \]

where \( \otimes \) is the operation of convolution and \( G_\sigma \) is a Gaussian smoothing filter with a characteristic width of \( \sigma \).

We also attenuate the background contrast to encourage smoothness in the background. In computing the appearance consistency error for each pixel \( i \) in frame \( t \), suppose \( \mathbf{A}^t(i) \) is found in \( f^{t-t'} \) (i.e. \( \mathbf{A}^t(i) = A^{t-t'}(i) \)), and its corresponding best matching point is \( i' \), we consider \( f^{t-t'}(i') \) as the background color for pixel \( i \). Thus we estimate a background image for \( f^t \), and use the method proposed in [15] to attenuate the background contrast. The attenuated color contrast is denoted as \( g^t_B(i,j) \).

Finally, we combine \( g^t_A(i,j) \) and \( g^t_B(i,j) \) to define the spatial smoothness term

\[ G_S(i,j) = \begin{cases} \exp\left(-\frac{g^t_B(i,j) g^t_A(i,j)}{2\sigma_s}\right) & \text{if } \alpha^t_i \neq \alpha^t_j \\ 0 & \text{if } \alpha^t_i = \alpha^t_j \end{cases} \]

(12)

where \( \sigma_s = 0.04 \cdot 15 \) in our experiments.

The temporal consistency term is bidirectional, given by

\[ G^t_T(i) = G^{t+1,t}_{T}(i) + G^{t,t-1}_{T}(i). \]

Let \( i' \) in \( f^{t+1} \) be the corresponding point to pixel \( i \) in \( f^t \) using motion estimation, the \( G^{t+1,t}_{T}(i) \) is defined as

\[ G^{t+1,t}_{T}(i) = \begin{cases} w^{t+1}_{flow}(i) & \text{if } \alpha^t_i \neq \alpha^t_j \\ 0 & \text{if } \alpha^t_i = \alpha^t_j \end{cases} \]

where \( w^{t+1}_{flow}(i) \) measures the optical flow consistency error defined in (5) and color difference in motion estimation. It is given by

\[ w^{t+1}_{flow}(i) = \exp\left(-\frac{(t+1)^{flow}(i))^2}{2\sigma_{flow}^2}\right) \cdot \exp\left(-\frac{||f^t(i) - f^{t+1}(i')||^2}{2\sigma_{color}^2}\right), \]

(13)

<table>
<thead>
<tr>
<th>( \delta_S )</th>
<th>( w_A )</th>
<th>( \lambda_T )</th>
<th>( \lambda_S )</th>
<th>( \sigma_s )</th>
<th>( \delta_{flow} )</th>
<th>( \delta_{color} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05(( z_{\min} - z_{\max} ))</td>
<td>0.5</td>
<td>1</td>
<td>1</td>
<td>0.6</td>
<td>1.0</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 2. Parameter configuration in our experiments.

where \( \delta_{flow} = 1.0 \) and \( \delta_{color} = 10 \) in our experiments. \( G^{t+1,t}_{T}(i) \) is symmetrically defined.

### 4.3. Iterative Optimization

To reduce the complexity in computing the appearance and structure consistency map for each frame \( t \), we only select 20-30 frames from its neighboring frames to perform 3D warping. After the appearance and structure consistency maps are computed, we apply graph cut method to compute \( \alpha \) by minimizing \( E_B(\alpha) \). If we take all frames in computing \( E_B \), the process can be very time-consuming. It is also unnecessary since the temporal smoothness may not hold if two frames are not close in the video. In our method, we simultaneously solve 10 frames each time from the head to the tail in the video.

After estimating \( \alpha \), we further refine the motion parameters \( \{d, o\} \) described in Section 3 and use them to optimize \( \alpha \) again. Two iterations in alternating the two steps are sufficient in our method. Finally, the binary foreground maps are refined using border matting [12]. Table 2 lists the parameter values used in our experiments.

### 5. Results

We validate our algorithm using several challenging video sequences taken by a hand-held camera. Table 3 lists some statistical information of the video sequences we use. Strong vibration can be observed in all the video sequences. Also, due to the deinterlacing process, there is color mixing around object boundary. These factors bring difficulties to perform accurate foreground separation.

Figure 4 shows that our method can successfully extract the moving object. The foreground can not be extracted only using depth maps and residual error maps due to the ambiguity in the geometric constraint. Figure 4 (b) and (c) show that the residual errors of moving object are very small and the recovered depth has large value in foreground, which contradicts the ground truth. Figure 4 (d) shows the appearance and structure consistency map defined in (10). The contrast map of appearance and structure consistency and the attenuated color contrast map are shown in Figure 4(e) and (f) respectively, using which we generate the spatial smooth term map shown in Figure 4(g). Figure 4(h) shows our binary segmentation result, and (i) shows our foreground extraction result refined by matting method.
Figure 4. (a) One frame of Tree Sequence. (b) Residual error map. (c) Recovered depth map. (d) Appearance and structure consistency map defined in (10). (e) Contrast map of appearance and structure consistency. (f) Attenuated color contrast map. (g) The spatial smoothness term map defined in (12). (h) Foreground segmentation result. (i) Foreground extraction result after matting. (j) Magnified region of (h). (k) Magnified region of (i).

Figure 5. Optical flow. (a) One frame. (b) Optical flow map. (c) Occlusion map.

Table 3. Video lengths of the three tested sequences.

<table>
<thead>
<tr>
<th>sequence</th>
<th>Tree (Fig. 4)</th>
<th>Stair (Fig 6(a))</th>
<th>Path (Fig 6(b))</th>
</tr>
</thead>
<tbody>
<tr>
<td>frames</td>
<td>150</td>
<td>200</td>
<td>110</td>
</tr>
<tr>
<td>frames/sec</td>
<td>25</td>
<td>25</td>
<td>25</td>
</tr>
</tbody>
</table>

Figure 5 shows an estimated forward optical flow map with occlusion for the “Tree” sequence. In (b), the displacement for each pixel \(i\) is computed as \(|d(i)|\). Our recovered occlusion map in Figure 5(c) is close to the ground truth.

Figure 6 shows more results to demonstrate our moving object extraction system. Please refer to the supplementary video for the complete frames.

In our implementation, the total computation time is about 6 minutes for each frame averagely. The computation cost is mostly on the dense motion estimation in step 2.1 and the calculation of appearance and structure consistency maps in step 3.1.

6. Discussion and Conclusions

In this paper, we have proposed a complete bilayer separation system to accurately detect and extract the moving foreground object from a video sequence taken by a hand-held camera. Our method alternates between two major steps. In the first step, we estimate the camera motion parameters and the object motion fields which directly encode the occlusion information. We introduce the anchor points in prior to constrain the optical flow. The continuous-discrete optimization performs well in producing a globally optimal result. In the second step, we take the depth and motion information into the layer separation. It has been shown that the depth map and the geometric constraint has ambiguity in identifying the foreground object. So we introduce the appearance and structure consistency constraint to reliably detect the moving objects. Our final result is computed by optimization which combines a set of terms from motion, depth, and colors.

Our current system still has some limitations. First, if the background scenes do not have sufficient features and most regions are extremely textureless, the camera motion parameters and optical flow estimation will contain large errors, and the bilayer separation may not work well. This problem can be alleviated by incorporating segmentation into our motion estimation. Second, when foreground object contains very thin structures or small holes with respect to image size, incorrect separation may happen around these regions.
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Figure 6. More examples. (a) “Stair” example. (b) “Path” example. In each example, the upper row shows three frames selected from videos, the middle row shows our foreground extraction results, and the lower row shows the magnified views of extraction results.
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