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Abstract 
 

In this paper, we propose a novel tree modeling ap-

proach, synthesizing new trees from samples. First, we 

capture real world trees as samples by image-based 

modeling or laser scanning techniques. Then, we pre-

sent a two-level statistical tree model and design a 

maximum likelihood estimation algorithm to extract it 

from samples. At the low level in the tree model, groups 

of similar organs are clustered to depict tree organ de-

tails statistically. At the high level, a set of transitions 

between clusters is outlined to describe the stochastic 

distribution of organs. Experimental results show that 

our two-level model extracted from samples is capable 

of synthesizing new trees similar, yet visually different. 
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1. Introduction 
 

In computer graphics, modeling trees with high fi-

delity is an interesting but hard problem. In general, 

ordinary 3D modeling approaches  [1][3][8][9][10] are 

capable of generating various kinds of trees; however, 

the results heavily rely on user’s biological knowledge 

and modeling experience. Another modeling technique 

is based on an inverse-procedure, which recovers tree 

models from photographs [2][5]. Nevertheless, these 

solutions aimed at resembling the trees on photographs 

rather than retrieve the botanical principles that can be 

used to generate new trees. 

In this paper, we propose a novel tree modeling ap-

proach, efficiently synthesizing trees from a set of tree 

samples captured from real world. A two-level statistical 

model is used to represent trees. At the low level in the 

model, repetitive organs, which are in similar shapes 

and branching structures, are clustered together. In each 

cluster, statistical distributions are used to describe or-

gan details. At the high level, we assume the distribution 

of these clustered organs, or namely the transitions be-

tween clusters, follows the first-order Semi-Markov 

dynamics, which is represented by a transition matrix. 

To capture more faithful tree samples, we use the laser 

scanning and image-based modeling techniques. Then, a 

maximum likelihood estimation algorithm is designed to 

find the best classifications of organs and their transi-

tions. Once these clusters and their transitions are learnt, 

they are used to synthesize new trees, which are statis-

tically similar to, yet visually different. 

 

1.1. Related work 
 

Tree modeling. Ulam[10] employed the concept of 

cellular automata to propose a first tree model. Later, 

Fractals [8] and rewrite systems [9] use a set of rules 

and a rewriting mechanism to describe the structure 

plant. Recently, some pieces of interactive software to 

design the model or the rewriting rules have been de-

veloped [3] [1].  

Capturing real-world tree. Shlyakhter [5] used the 

plant silhouettes on multi-view images to obtain a vol-

ume representation for a tree. Reche et al. [2] presented 

another image-based volumetric representation, in 

which a tree is composite of a set of grids with 

view-dependent textures.  

Textons and Markov Model. Our tree synthesis al-

gorithm is inspired by the texture synthesis algorithms. 

A texture can be regarded as a combination of textons[4] 

and the distribution of textons is regarded as a Markov 

random field. For tree modeling, some biological re-

searches [11] have pointed out that the architecture of a 

plant relates to a Markov process. 

 

1.2. Overview of our approach 

 
Our approach takes three steps to model new trees: 

(1) Recovering tree samples from real world. (2) Ana-

lyzing the recovered tree samples to build the two-level 

statistical model. (3) Synthesizing new trees based on 

the learnt two-level model. (Figure1) 

 

Figure 1. Algorithm Overview 



2. Recovering 
 

2.1 Sample Representation 

 
A tree sample is represented by a pair, organ set O 

and organ connectivity B. O is a partially ordered set of 

organs and B enumerates existed directed connections 

between two organs in O. In the tree sample, we assume 

there are M organs, namely O={o1,o2,…,oM}. Organ 

connectivity is defined by B={b(o, o′)|oKO, o′KO, and 

o′ grows from o}. 

 

2.2 Recovering from range images  

 

The range camera is used to recover non-foliage trees 

in winter. Accounting for the accuracy, for each tree 

multiple views are shot. On each view, points with 

depths on 2D skeletons of stems are automatically ex-

tracted and then registered in a global coordinate (Fig-

ure 2).  

 

2.3 Recovering from photographs 
 

For foliage trees, due to self-occlusion, it is hard to 

recover trees automatically. We induct user’s interac-

tions to recover samples. For each type of organs, dif-

ferent interactive tools are developed to help user to do 

recovering from calibrated photographs. Under the sta-

tistical assumption, in our model only a portion of a real 

world tree is needed to recover, which greatly reduces 

the cost for the acquisition. 

 

3. Analyzing 

 
3.1 A two-level statistical Model 

 

We propose a two-level statistical model to charac-

terize the stochastic nature of the same kind of trees. At 

the low level, organs are classified into different clusters, 

each of which is used to depict similar features of or-

gans statistically. At the high level, the transitions of 

these clusters are used to describe the stochastic distri-

bution of tree organs. Thus, a kind of trees can be rep-

resented by a set of clusters X={x1,x2,…,xN} together 

with the transitions of the clusters A (a transition ma-

trix).  

The above model is equivalent to a directed graph, in 

which each node is a cluster and the weight on each 

directed arc is the transition. Such kind of model has 

been widely applied in texture synthesis, video texture 

and motion textures. However, unlike conventional 

Markov Models[6], we use hybrid transitions, which is 

not only probabilities but also with more statistical fea-

tures (location and direction distributions). 

 

3.2. Learning Single Sample 

 
Given a tree sample (O, B), our approach learns the 

tree model parameters (X, A) by finding a maximum 

likelihood solution. 
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Considering X and A as hidden variables, we adopt the 

EM algorithm [7] to solve the maximum likelihood 

problem. All organs in the tree sample are classified by 

a k-mean algorithm. In the first step (E-step), the distri-

bution of features for each organ cluster and the transi-

tions A among clusters are estimated respectively. In the 

second step (M-step), according to the estimated distri-

bution and transitions, all organs are reclassified and the 

clusters are updated. The E- and M-steps are executed 

repeatedly until the clusters cannot be updated. 

   

3.2. Learning Multi-Samples 

 

Given K samples (O1, B1),…,(OK,BK), Eq.(2) can be 

extended to   
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The solution for Eq.(2) is similar to Eq.(1) with mi-

nor modifications. At each E-step, X and A are esti-

mated from all organs in   Oi. At each M-step, the 

classification is derived by maximizing the likelihood in 

each sample (Oi, Bi). 

 

4. Synthesizing 
 

With learnt two-level model, it is efficient to synthe-

size many new statistically similar trees by randomly 

sampling from {X, A}. Since our tree model distin-

guishes the global organs distribution (transition matrix 

A) and the local shape distribution (clusters X), we de-

velop a two-step approach to synthesize new trees. 

Firstly, the new tree’s structure is synthesized by a re-

cursive algorithm. It starts at the root cluster in the set X. 

For the current cluster xi, children cluster are randomly 

 
(a) (b) (c) (d) 

Figure 2. Recovered Stems from range points. (a) points 

clouds. (b) linked points (c) points are fitted by Bezier splines 

and (d) final extracted stems 
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chosen from the transition matrix. Then, along the tree 

structure, organs are generated consequently. 

 

5. Implementation and Results 

 
5.1 Results of Recovering 

 

 We used DeltaSphere™-3000 3D Scene Digitizer to 

scan trees. For each tree, 2 to 4 views were shot. It took 

about 5 to 10 minutes automatically and extra 2-3 hours 

interactively to recovering stems of one sample on an 

Intel Pentium IV 2.4GHz computer with 1GB memory. 

In our interactive image-based plant modeling process, 

it usually took 4 or 5 hours to recover organs from pho-

tographs for one sample. Some recovered results are 

shown in Figure 7.  

 

5.2 Results of Analyzing 

 

Our learning algorithm, EM algorithm, iteratively 

clusters organs from given samples. Initially, the first 

classification is given by a k-mean clustering algorithm. 

Figure 4 illustrates a few steps of iterations in the stems 

classification procedural, in which stems clustered in the 

same planton are shown in the same color and the varia-

tion of colors between iterations indicates different clas-

sifications.  

 

5.3 Results of Synthesis 

 

Some synthesis results are shown in Figure 5. Syn-

thesized organs are converted into meshes and exported 

to 3D studio Max for final rendering. For stems, a gen-

eralized mesh subdivision algorithm is used to achieve 

natural transitions at the branching locations. Stems’ and 

leave’s textures are recovered from captured images. 

 

6. Conclusion and Discussion 
 

In this paper, we propose an automatic analyzing and 

synthesizing approach for modeling realistic trees from 

samples. A two-level statistical model is addressed to 

represent trees. A maximum likelihood estimation is 

applied to learn the statistical properties of trees. Under 

our two-level model, the similar, but not recognizably 

the same trees can be synthesized efficiently.  
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Figure 3.  Procedure of recovering samples from range im-

ages (a)- (d) and photographs (e)-(h) 

 
(a) (b) (c)  (d) 

Figure 4. Classifications of stems in the EM algorithm. Stems 

in the same color are classified into the same cluster. 

 
(a) (b) (c) (d) 

Figure 5. Synthesized Results. (a), (b) are synthesized from 

samples captured by range images and; (c), (d) are synthesized 

from samples captured by photographs. 


