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Repairing topological inconsistency of
mesh sequences

By Wei Feng, Hongxin Zhang, Jin Huang*, Caoyu Wang and Hujun Bao
..........................................................................

We propose a novel approach for repairing topological inconsistency of mesh sequences
with a few user interactions. The main idea of our approach is to leverage curve skeletons to
detect the inconsistency of a mesh sequence. The skeleton of one mesh in the sequence is
edited by user, which produces a prototype skeleton. We propagate this prototype using
graph matching in-between frames. By using temporal coherence cues, the matching
procedure can be dramatically accelerated. Finally, the mesh sequence is repaired according
to the inconsistencies by comparing matched skeletons and original skeletons. As
demonstrated in the results, our approach avoids manually editing in all meshes, and is able
to output a mesh sequence with consistent topology. Copyright © 2010 John Wiley & Sons,
Ltd.
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Introduction

Thanks to recent fast scanning and vision techniques,
sequence of 3D meshes can be produced more easily than
before. However, topological problems, like unwanted
small handles (i.e., rings and tunnels), frequently appear
due to precision error or methodology bias. Besides that,
topological inconsistency, i.e., meshes in a sequence with
different genus, can cause applications to fail such as
cross-parameterization and morphing operations. There-
fore, repairing such problems for mesh sequences is vital
in the pipeline of time-varying geometry processing.
Unfortunately, to our knowledge, there is no practi-
cal approach which can help users efficiently detecting
inconsistency of a given mesh sequence and then repair-
ing them with few interactions.

Curve skeletons1 are widely used to characterize topo-
logical structures as well as geometrical features of 3D
objects. Using curve skeletons, the topology of corre-
sponding meshes can be detected. In this paper, we detect
the inconsistency of skeletons between different mesh
frames by matching a prototype to all original skeletons
extracted from meshes in a sequence. Using these incon-
sistencies, we overcome the inconsistency problems of
mesh sequences.
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The main contributions of our work are

� a novel approach is proposed to efficiently detect and
correct topological inconsistency of a mesh sequence
via skeleton matching;

� a method to increase matching efficiency by using tem-
poral coherence.

Related Work

With the development of data acquisition techniques2–5,
time-varying data can be acquired more easily than
before. As it is naturally more complex than reconstruc-
tion of single frames, sequence reconstruction encounters
more problems in topology consistency. Our topology
repairing method can serve as a post-processing step for
them.

Repairing topology for static mesh is an active research
topic in surface reconstruction recently. Wood et al.6 uses
Reeb Graphs to detect and remove unwanted topological
handles of one given mesh. Meanwhile, Zhou and col-
league7,8 utilize adaptive volumetric presentation with
its introduced skeletons to ensure the robustness of topol-
ogy repairing. A similar work is presented in Reference9.
All those approaches work well in single mesh, but they
may require a great amount of human interactions when
applying them to a long mesh sequence.
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Figure 1. Overview of the topology repairing process for one frame.

In order to robustly repair the topology of meshes
and ensure the consistency of a mesh sequence, we
adopt volume-based method because they are known
to be robust compared to mesh-based method 7. Since
we use curve skeletons to detect the topological incon-
sistency of meshes, we need to extract curve skeletons
from volumes. This is still challenging 1, despite recent
advances on curve skeleton extraction on meshes10–12.
The extracted curve skeletons are noisy which chal-
lenges the robustness and efficiency of our matching
step.

To match the skeletons so as to detect the topological
inconsistency, we use graph matching technique because
curve skeletons can be described as graph structures.
Basically, graph matching is a pattern recognition tech-
nique that tries to find a mapping between nodes and
edges of one graph to another. Graph matching obtains
growing attention recently because of the increasing
computation power of computers, which is capable to
deal with large scale and complex graphs. However, as
pointed out in the survey of Conte et al.13, one of the
key problems of graph matching is computational effi-
ciency, thus, researches of graph matching algorithms
try to balance the accuracy and the efficiency. In order
to achieve fast response for users, we choose a greedy
instance of graph matching algorithm for its efficiency.
We also enhance the efficiency of graph matching in our
approach.

Method overview

This work is inspired by the work on robust topology
repairing a single mesh via sketching8. However, it is
infeasible to apply their techniques to a mesh sequence
since users have to edit in every frame.

Our main idea is to match all original skeletons from
a user specified skeleton. Then, topological inconsisten-
cies are detected by comparing the matched skeletons
with original skeletons. These topology inconsistencies
are then used to repair the mesh sequence. This user
specified skeleton is edited from an arbitrarily selected
frame with simple interactions and is called prototype. The
matching propagates from the selected frame through all
other frames. If one of the matching fails, user can specify
the prototype at that frame and the matching procedure
continues. By this matching, all the resulting skeletons
have the same topology, so do the repaired meshes.

As illustrated in Figure 1, there are six steps in our
approach:

1. Each mesh of input sequence is converted to a volume
by using PolyMender14.

2. Curve skeletons are extracted from the volumes.
3. Users edit one of the extracted skeletons to define a

prototype.
4. We propagate the prototype to all skeletons by graph

matching.
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5. Volumes are repaired according to topological incon-
sistency by comparing original skeletons and matched
ones.

6. A sequence of meshes with same topology are
extracted from the repaired volume sequence.

In our approach, curve skeletons are extracted using a
combination of previous work and the topology repair-
ing is partially similar to Reference8. As detailed in the
next section, the focus of our approach is to match curve
skeletons from a prototype to original skeletons. The
matched skeletons are temporal coherent with the proto-
type and more importantly have the same topology. We
call the prototype and matched skeletons consistent curve
skeletons.

Consistent Curve Skeleton

According to our requirements, the matched skeletons
must have the same topological structure as the pro-
totype, so that the repaired meshes will also maintain
the same topology. However, there may exist multiple
matches between the prototype and an original skele-
ton, and some of the matches may result in unwanted
shape. Therefore, we further introduce the temporal
coherence to constrain the matching, which intuitively
implies that the curve skeletons smoothly change from
frame to frame.

Formally speaking, let Ci be the curve skeleton of mesh
frame i. It is a graph structure Ci = (Ni, Ei), withNi and Ei

denoting its node and edge set. Skeleton Ci is consistent to
skeleton Cj if there exists a mapping of nodes and edges
between the two skeletons satisfying

1. topological constraints:
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2. geometrical constraints:

arg min
h

∑
n∈Ni ‖p(n) − p(h(n))‖2

+ ∑
e∈Ei Dc(e, h(e))

(2)

where h(n) ∈ Nj, h(e) ∈ Ej , p(n) is the position for
node n, Dc(e1, e2) is the distance between edges e1

and e2.

The computational complexity of the matching
depends on the number of nodes and edges in the skele-
tons. Therefore, it is desirable to reduce the number of
nodes and edges during matching for efficiency consider-
ation. As a step of pre-processing, we divide the nodes of
curve skeleton into three categories: end, link, joint, if their
valence is less than two, two, or more than two, respec-
tively. We collapse all links and their incident edges into
curves which are edge paths connecting ends and joints.
Note that, the edges of Equation (2) are actually curves.
In the rest of this paper, we call all elements of E curves
without any confusion.

To compute Equations (2), we uniformly sample the
curves and sum up the distance of corresponding sample
points as Dc(e1, e2). Thus, the distance of curves include
all distance of nodes and Equation (2) can be reduced to

arg min
h

∑

e∈Ei

Dc(e, h(e)) (3)

It is worthy of noticing that we do not specify a skele-
ton and calculate the deformation over time like what is
done to traditional inverse kinetics skeletons because the
deformation of curve skeletons is hard to define. More-
over, by matching we do not impose any restriction on
the deformable model of the mesh sequence. As illus-
trated in the Octopus example (Figure 8), the tentacles
are squashed and stretched arbitrarily.

Skeleton Matching

The skeleton matching begins from the user specified
frame and prototype editing of this frame. This prototype
is matched with skeleton of neighboring frame. When
this matching succeeds, the matched skeleton becomes a
new prototype and is used to match further neighbors.
These matching procedures are performed until all curve
skeletons are matched. If one matching fails at a particu-
lar frame, users could specify another prototype at that
frame and the matching continues.

At each matching step, we find a mapping h from
the prototype Cp = (Np, Ep) to an original skeleton Co =
(No, Eo) according to Equations (1) and (3). This map-
ping h consists of pairs of nodes and curves in Cp and
Co, respectively, which are corresponded. After successful
matching, we prune nodes and curves of Co which are
not in h and obtain a new prototype that is consistent to
Cp.

Our matching procedure is an adaption of the standard
graph matching algorithm. We use an efficient algorithm
described in Reference15 which uses classic branch and
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Figure 2. Skeleton Matching.

Figure 3. GraphMatchingRecursion.

bound scheme. This scheme iteratively adds or removes
pair of nodes from a set S and the full mapping set of
S gives h. The pseudo-code of this algorithm is listed in
Figures 2 and 3.

Note that S only consists of mapped nodes. To ensure
the mapping of curves, we check the topology constrain
for each candidate as in Figure 3 line 8. This checking
ensures that every curve in prototypeCp maps to a unique
curve in Co not running into other curves. With unique
node mapping and this topology checking, we ensure
that Equation (1) is satisfied.

To minimize the curve distance as in Equation (3), we
calculate the distance for each incident curve of the pro-
cessing node if the other end of the curve is in S (i.e.,
matched). Note that the curve in Co is actually curve path
and we select the smallest distance if there are multiple
of them. We sort all candidates according to the distance
and select the one with smallest distance as a first match.
If no matched neighbor is available, node distance is
used.

The matching starts with an initial S. To create S, we
find each node of the prototype a nearest one in Co. Then
we calculate the curve distances from incident curves
using Equation (3) (averaged distance for joint). This set
is sorted according to these distances. Then we choose a
single pair starting from the lowest distance as initial S.
The matching fails after all pairs are tried.

One could use more pairs as initial S and the matching
time would decrease if these initial guesses are correct.
However when guesses are bad, matching times would
increase. In our experiment, we found that our current
strategy works better on average. The initial guess could
not be good enough because these selections use node
distance rather than Equation (3). We thus relax the
nodes after the successful matching in order to reduce
the energy of Equation (3) (see subsection 3).

Improving Matching Efficiency

The graph matching problem is known to be NP-hard.
Although we use the efficient strategy of greedy search-
ing15, the performance is still discouraging.

To accelerate the matching procedure, one possible
way is to match the nodes of same type. This reduces the
candidate numbers so do the searching space. But in our
context, matching end does not hold. Please see the left
example of Figure 4. Type matching for joint nodes could
reduce a few candidates, but the improvement is limited.
Using a valence criterion, that is, the valence of candi-
dates from original skeleton should be no less than the
valence of corresponding unmatched node in prototype,
does not work, too. That is because our graph matching
is inexact that node merging may be required during the
matching process, as illustrated in the right-hand side of
Figure 4.

We utilize temporal coherence to reduce the matching
time. We use a threshold εt that indicates how much a
node would maximally move between neighbor frame
and we find two ways to use this temporal coherence.
Firstly, we select all nodes whose distance to the cur-

Figure 4. Two matching examples. The left shows that an end
could match to a joint. The right shows that there might need

a node merging to complete the matching.
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Figure 5. Using TC&TC. In first figure, the processing node is in red and two green nodes are matched nodes. The second figure
shows all but processing nodes’ potential nodes (both green and yellow nodes). The yellow nodes are potential nodes inside the εt

range of white unmatched node in prototype and the green nodes are matched nodes. The third figure shows all possible candidates
in red. The last figure illustrates remaining candidates after applying TC&TC.

rent node of the prototype are no larger than εt . This is
straightforward that we do not want to search too far
away. Secondly, by augmenting this temporal coherence
criterion with type criterion of joint nodes (TC&TC for
short), we further eliminate impropriate candidates as
soon as possible, so that we search a greatly reduced
solution space.

The TC&TC uses the criterion that a joint of Cp should
be mapped only to a joint of Co. We perform TC&TC as
follows: for each node np in prototype Cp, if it is in S,
we mark the corresponding node in Co as potential, or if
not in S, all nodes in Co within distance εt are marked
as potential. Then for each joint np in prototype Cp, we
try to prune branches starting from a node no of current
skeleton Co that is not connected to any potential node.
If this node is no longer joint, we can safely remove this
candidate (Figure 5). By using TC&TC, we can immedi-
ately eliminate a large amount of candidates for a joint
node of Cp and greatly reduce matching time (Figure 11).

The threshold εt is set to 10% of bounding box size in
our experiments. If it is too small, matchings would fail
for the corresponding nodes get too far away. To relieve
this problem, we double εt when no candidate can be
found, until we find at least one candidate or εt is bigger
than bounding box size. Matching would still fail when
εt is small and we find wrong candidates within its range
while the right candidate is out of it. But this chance of
failure is dramatically reduced. Setting bigger εt will get
slightly better chance of success but result in increased
matching time. In extreme case, when εt is set to bound-
ing box size, the matching time will be 10 times larger.
We leave to users to select a good εt . Through our exper-
iments, when εt is within a good range (less than 30%
bounding box size), matching times increase not much,
so that a large bound of good εt can be selected.

Another way to reduce the matching time is to care-
fully select the next unmatched node of prototype. In
priority we select end nodes with matched neighbor or

Figure 6. Picking a prototype node affects how many nodes
can be rejected by topology constraint. Matched nodes are
in green and red ones are the processing nodes. Second and
forth columns are original skeletons with red valid candidates

satisfying topology constraint.

joint nodes with no less than two matched neighbor
because more candidates could be rejected by our topol-
ogy constrain (1). One example is shown in Figure 6.

Node Relaxation

Our matching always satisfies Equation (1) and tries min-
imizing Equation (3). However, due to the greedy nature
of our approach, our skeleton matching may not be the
global minimal of Equation (3). On the other hand, the
initial guess S is only computed via node distance rather
than Equation (3) which can be further minimized. We
use a relaxation process after matching succeeds by iter-
ating each pair in S to see if we can find a new pair with
less curve distance while satisfies Equation (1) to replace
the original pair. This iteration stops until no pair can
be replaced. This iteration is also greedy but guarantees
convergence. One example is shown in Figure 7.

Implementation Details

Extracting Curve Skeletons We utilize curve skele-
tons to robustly repair the topology of the meshes just
as in Reference8. So, we could not extract curve skele-
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Figure 7. Node Relaxation. From left to right, the figures are
prototype, the original skeleton, matching result before node

relaxation, and matching result after node relaxation.

tons directly from meshes as in Reference11 but have to
convert meshes to volumes and extract curve skeletons
directly from volumes. However, it is still a challenging
work to extract curve skeletons from volumes. We are
not trying to solve this problem in this paper but use a
combination of previous works7,16–18 to achieve plausible
solutions. In our implementation, we use a two phases
thinning algorithm. At the first phase, we thin a volume
to its medial axis, and at the second phase, the medial
axis is further thinned via a distance guided method1.

Prototype Editing User specify prototype by editing
one original curve skeleton. We do not use the sketching
interface as in Reference8 because users tend to sketch
arbitrarily so that the node and curves may not be in
the location where we could better use the temporal
coherence. Initially users select one frame and edit corre-

sponding curve skeleton. Another editing is needed only
when matching fails.

We provide three basic operations for user to edit the
curve skeletons: node deleting, node merging, and curve
breaking. Node deleting is used to prune unwanted
branches. Curve breaking can break handles and using
node merging, we can force several close nodes to be
mapped to a single node.

Volume Repairing and Surface Extraction We com-
pare the matched curve skeletons with the original ones
to detect the topological inconsistencies which are used
for volume repairing. Repaired mesh sequence is then
extracted from the repaired volumes. Both repairing and
surface extraction methods are introduced in Reference8.

Results

We have performed our topology repairing methods on
two synthetic mesh sequences and two real-world ones.
The horse sequence is selected from an original horse
sequence19 and then modified in a 3D modeling software
called Blender. We clean the extracted skeletons to give
better demonstration. The Octopus sequence is gener-
ated by deforming a static octopus model. The Benjamin
Baton and the Antoine mesh sequences are down-
loaded from INRIA 4D datasets (http://4drepository.
inrialpes.fr/index.php). All meshes are converted to
an Octree representation using PolyMender. During

Figure 8. Frames 0 and 21, 23 of Octopus sequence. First column is the original meshes and second column is the zoomed
view of marked areas. Third column is original curve skeletons. Forth column is matched curve skeletons and colors show the

correspondences. Fifth column is meshes after our topology repairing and sixth column is the zoomed view.
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Figure 9. Frames 4 and 12 of Benjamin Baton sequence. First column is the original meshes and second column is the zoomed
view of marked areas. Third column is original curve skeletons. Forth column is matched curve skeletons and colors show the

correspondences. Fifth column is meshes after our topology repairing and sixth column is the zoomed view.

conversions, handles may be created or removed due
to the lack of sampling rate in some areas or when
some parts are too close to each other. The topology
problems in the Octopus sequence are created this way.
Some parts of input meshes may be discarded in the
conversion, too, like the shortened bars in Benjamin
Baton results. We repair the topological inconsistencies
from both original meshes and these conversions. The
selected results of the octopus and the Benjamin Baton
are shown in Figures 8 and 9, respectively.

The prototypes of former results are actually trees, so
they might be viewed as tree–graph matching. However,
like other graph matching algorithms, we can han-
dle graph–graph matching which is shown in Antoine
results (Figure 10).

In our experiments, users only edit one of the curve
skeleton as initial prototype and the graph matching goes
through all other frames successfully. The performances

Figure 10. Antoine results of frames 1 and 2. The four columns
are original meshes, original curve skeletons, matched curve

skeletons and repaired meshes respectively.

of the matchings are shown in Figure 11. All timing are
gathered on a PC with Intel Pentium D 2.8 GHz CPU and
3 GB memory. The matching time of each frame varies a
lot, as it depends mostly on how many good guesses tem-
poral coherence assumption can give and the quality of
these guesses varies a lot. The maximal matching times
show how slow it would be when bad guesses encounter
and average times show how much time it would usu-
ally take to match a typical sequence like these in our
experiments. We compare the results with or without
TC&TC as we discussed in subsection 1 and matchings
can be approximately 10 times faster with our TC&TC.
Note in the Horse result, we do not have noise near the
joints and TC&TC cannot eliminate any impropriate can-
didate, so the matching is slightly slower with TC&TC
because we do extra checking. We use Octree of depth
8 for all our experiments and the depth only dramati-
cally affect the time of extracting curve skeletons. This is
our current bottleneck of topology repairing which may
take up to 10 minutes for a single Octree of depth 8 and
this time increase much when depth grows. The time in
volume repairing and iso-surface extraction counts only
a couple of seconds and is not increasing much when
depth grows. See, e.g., Reference8, for how these two
procedures perform.

The repaired areas are smoothed so that we can clearly
see the cut areas are split and filled areas are smooth to
surrounding faces.

Discussion

In this paper we propose an approach to assist users in
repairing topological inconsistency of mesh sequences
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Figure 11. Performance of graph matching. Np is the node set of prototype, and No is the node set of an original skeleton.

with a few user interactions. Users only need to provide
a prototype curve skeleton which describes the topol-
ogy they want and the prototype is propagated through
the sequence using graph matching. In seldom case,
users may need to provide additional prototypes when
the matching fails. However, our approach managed to
match all curve skeletons in our experiments while users
only give the initial prototypes.

In our applications, we would like to give fast
responses, so we choose greedy strategies both in graph
matching and node relaxation. At most of the time, the
matching results can give desired results. But occasion-
ally matching results may not be fully correct because
our matching is suboptimal and these matching results
may lead to undesired meshes. Fortunately, as we aim at
assisting users as much as possible, users can easily give
precise control over the repaired meshes by editing the
curve skeletons as they do in prototype editing.

Our implementation is only tested in cases of one
connecting component. However, it is quite straightfor-
ward to extend our approach to multiple components
and apply our method in a component-wise way, if the
prototype and original skeletons have the same number
of components and the components do not intersect
with each other. We currently do not consider the case
when prototype and original skeletons have different
component numbers.

In our current work, we have temporal coherence
assumption but do not assume prior knowledge of
deformations, so that we could apply our approach to
wide sets of dynamic objects. However, the temporal
coherence assumption could be weak when movements
between consecutive frames are large, though we could
still match many of them by consuming more running
time. If users have other priors, e.g., the type of move-
ment of the object, we could estimate the locations of
nodes and curves of new prototype using existing proto-
types. We leave this as future works when investigating
specific type of objects.

The proposed approach produces consistent topology
by reducing complexity of topology to the simplest

one. We cannot add handles because it would require
estimating curve positions when adding rings. Also our
approach does not work when branches in the curve
skeleton are missing. This may be caused by missing or
merged geometry. This limitation can also possibly be
solved by motion estimation which we will investigate
in future.
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