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Main methods of digital media retrieval

• Text-based digital media retrieval 

• Content-based digital media retrieval



The workflow of digital media analysis and 
retrieval

Digital media 
Data stream Find features

recognition 
classification/clustering

Indexing and retrieval

Digital media 
Data segmentation



Workflow of CBIR
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Features of image

• Finding out features of image is a key step of image retrieval 
– Image-based retrieval usually need to pre-construct feature database 

of images for retrieval 

• Major image features: 
– Color features 
– Texture features 
– Shape features 
– Space relation features



Color features of image

• Color feature is a most widely used vision feature. It is 
mainly used to analyze color distributions in an image, 
including: 
– Color histogram 
– Color moments 
– Color set 
– Color clustering vectors 
– Color relation graph



Image texture features

• Texture features are such vision features employed to 
measure homogeneous phenomenon in images. They are  
– independent to color or illuminance,  
– and are intrinsic features of object surfaces. 

• Major texture features 
– Tamura texture features 
– Self-regression texture model 
– Transform based texture features 

• DWT，DFT，Garbor filter bank 
– others



Image shape features

• Shape features are computed out based on object 
segments or regions, mainly including  
–contour features 
–and regions features.  

• Typical approaches include 
–Fourier shape description 
–Moment invariants





Discrete  
Fourier Transform 

• 2D DFT

• 2D IDFT
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Image shape features

• Shape features are computed out based on object 
segments or regions, mainly including  
–contour features 
–and regions features.  

• Typical approaches include 
–Fourier shape description 
–Moment invariants









Image Retrieval Phase (cont.)
!Query by color anglogram (cont.) 

" Convert RGB to HSV [wikipedia] 

" Global and sub-image histogram forms LSI matrix. 

[Zhao & Grosky 2002]



Image A

(x1, x2, ..., xn)

Image B

(y1, y2, ..., yn)

Feature 
extraction
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A geometrical view of 
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A geometrical view of 
CBIR

Similarity ?



Image similarities

• How to measure similarity of different images base 
on features?  
–Image features always form into a fixed-length feature 

vector.  
–The similarity therefore can be measure by 

• Euclidian distance 
• Histogram intersection 
• Quadratic distance 
• Mahalanobis distance (马氏距离) 

• Non-geometrical similarity



Practical image retrieval systems

• QBIC (Query By Image Content)

• http://www.qbic.almaden.ibm.com/

• Virage

• http://wwwvirage.com/cgi-bin/query-e

• RetrievalWare

• http://vrw.excalib.com/cgi-bin/sdk/cst/cst2.bat

• Photobook

• MARS

• http://jadzia.ifp.uiuc.edu:8000

http://www.qbic.almaden.ibm.com/
http://wwwvirage.com/cgi-bin/query-e
http://vrw.excalib.com/cgi-bin/sdk/cst/cst2.bat
http://jadzia.ifp.uiuc.edu:8000/


Practical image retrieval systems (cont.)

• Most existing image retrieval systems have 
one or more of following functions features: 
–Random browsing 
–Classified browsing 

–Example based retrieval 
–Sketch based retrieval 
–Texture based retrieval



2. music retrieval 
techniques
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Content based music retrieval

•
•

•
•



http://www.soundhound.com/

http://www.soundhound.com


Content based music retrieval

•
• tempo

key

•



CBMR

Midi

1/16
semitone N

autocorrelation



Main Audio Features

• Time-Domain Features

•  Average Energy

• Zero Crossing Rate

• Silence Ratio

• Frequency-Domain Features

• Sound Spectrum

• Bandwidth

• Energy Distribution

• Harmonicity

• Pitch

• Spectrogram
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Query by Humming
 ta  

da 
Baeza-Yates & Perleberg 

(92) 183

MELDEX (Melody 
Indexing)

 ta  
da 

Dynamic programming 9400

SoundCompass
Pitch transitions & 

histograms for weighted 
average

10086

MELODISCOV FlExPat, Rolland (99)



•
• Dynamic time warping

•
• Key transposition

•
0 dtw

•
dtw

•
•
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Dynamic Time Warping

T m

d(i – 2, j – 1)

d(i – 1, j – 2)

d(i – 1, j – 1)

d(i, j) = min

�
⇤

⇥

d(i� 1, j � 1)
d(i� 2, j � 1) + |T (i)�R(j)|
d(i� 1, j � 2)
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Dynamic Time Warping
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Dynamic Time Warping

T m T m
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Key Transposition
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Key Transposition
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Key Transposition
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T m

1/2

1/2

#
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# dtw
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# dtw
# dtw dtw table

(column) k
dtw

…

…

…
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#

 D=72 

         (69, 69, 67, 67, 67, 71, 72, ……)
     → 1  (69, 69, 67, 67, 67, 71, 72, …)
     2  (67, 67, 67, 71, 72, …)
     3  (71, 72, …)
     …… 
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#

# linear scaling
# 11 0.75
1.25  D  Ti（1≦i≦11

 j  nj  Rjk

（1≦j≦ 1 ≦ k ≦ nj）  Ti  
Rjk 
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#  j                            

#  n=200 
#  j nj*11

# dynamic time warping
# 4

5
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#

#  D 

# Vantage-point tree
# Branch-and-bound tree
# Equal-average hyperplane partitioning method
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Vantage-Point Tree
#

#

#
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Vantage-Point Tree

vantage 
point

lub
llb

rubrlb

Vantage point

Left lower bound

Left upper bound

Right lower bound

Right upper bound
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Vantage-Point Tree Vantage point

Left lower bound

Left upper bound

Right lower bound

Right upper bound



VP-tree decomposition KD-tree decomposition
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Branch-and-Bound Tree
# vantage-point tree

# K-means

#
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Branch-and-Bound Tree

r

Center

Radius
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Branch-and-Bound Tree
Center

Radius
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Equal-average Hyperplane 
Partitioning Method

#

#

#
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Equal-average Hyperplane 
Partitioning Method

#  L 
 (1, 1, 

1, …, 1) 
# Equal-average 

hyperplane  L 

Equal-average 
 hyperplane
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Equal-average Hyperplane 
Partitioning Method

#  a=(s, s, …, s)  L 
#  L  a  equal-average hyperplane 

# equal-average 
hyperplane

$
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Equal-average Hyperplane 
Partitioning Method

#

[Smin, Smax]

Q

x

λ 
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Equal-average Hyperplane 
Partitioning Method

# 0
 L 

#  principal component analysis  L
#  M Rjk

#  MTM eigenvalue eigenvector
# eigenvalue eigenvector

#             
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Equal-average Hyperplane 
Partitioning Method

#

25

72
# PCA

72
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Equal-average Hyperplane 
Partitioning Method

# 25
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Equal-average Hyperplane 
Partitioning Method

# 25
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#

#  PⅢ 800 256MB RAM Windows 2000
#

# 8552
# wav

#  1054 
#  1650 
#  8 
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—
# dtw
# 66.41%
#

16.71
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—
# dtw

100
# 66.13%
# 6.96
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—
# linear scaling
# 39.94%
# 0.1
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—
#

# 200

# 63.28%
# 0.49
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—
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—
#

# 39.63%
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—
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#

#

#

#

#

#

#

#

#

#
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#

# dtw → linear scaling + dtw
#  34 
#  4%

#

# dtw → linear scaling + dtw
#  23 

#  → equal-average 
hyperplane partitioning method
#  1.8 
#  2.7 K byte 


