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Image-based object recognition is employed widely in many computer vision applications
such as image semantic annotation and object location. However, traditional object
recognition algorithms based on the 2D features of RGB data have difficulty when objects
overlap and image occlusion occurs. At present, RGB-D cameras are being used more wide-
ly and the RGB-D depth data can provide auxiliary information to address these challenges.
In this study, we propose a deep learning approach for the efficient recognition of 3D
objects with occlusion. First, this approach constructs a multi-view shape model based
on 3D objects by using an encode–decode deep learning network to represent the features.
Next, 3D object recognition in indoor scenes is performed using random forests. The appli-
cation of deep learning to RGB-D data is beneficial for recovering missing information due
to image occlusion. Our experimental results demonstrate that this approach can sig-
nificantly improve the efficiency of feature representation and the performance of object
recognition with occlusion.

� 2015 Elsevier Inc. All rights reserved.
1. Introduction

In computer vision applications, object recognition based on multi-view images is essential for extracting semantic infor-
mation from image pixels. In general, the approaches employed can be categorized into region- and feature point-based
recognition methods. In this study, we focus on RGB-D images of indoor scenes where the key task is the recognition of var-
ious objects such as desks and chairs. The semantic understanding of RGB-D images can facilitate the 3D modeling of indoor
scenes for applications in computer graphics and robotics.

Using RGB-D images, we can extract the color and depth information for an object. Recently, depth information was
applied to indoor scene object recognition in [29] using random forests regression. However, this method was only validated
with a small-scale database and it was not robust to occlusions in the captured image. Occlusion is one of the major factors
that affect the accuracy of object recognition. First, occlusions are difficult to predict during the training stage. Occlusions are
determined by the spatial relationships among objects from certain viewpoints, but it is impractical to include all possible
occlusions during the training phase of recognition algorithms. In addition, occlusion can significantly decrease the accuracy
of the extracted feature vectors because some regions will have missing information.
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In this study, we propose the construction of multi-view shape models of 3D objects with occlusion using an encode–de-
code deep learning network. Based on these shape models, we can reconstruct the information embedded in an occluded
region for use in the subsequent feature representation process. This approach is based on observations that encode–decode
deep learning networks are efficient in recovering missing information from partially observed data. Next, we apply random
forests to the models for object recognition.

We tested our pipeline using various occluded indoor scene objects with 10–20% occlusion in the object area. Our
experimental results demonstrate that preprocessing input depth data using a deep learning network can improve the recog-
nition performance.

The remainder of this paper is organized as follows. In Section 2, we review related research into object recognition and
deep learning. Section 3 introduces our approach to 3D object depth data generation, including the methods for training set
generation and test set generation. Section 4 describes feature representation using deep learning and in Section 5, we
explain how these features are used for 3D object recognition. In Section 6, we present the results of experiments that
demonstrate the accuracy of object recognition with and without occlusions. Finally, we give our conclusions and sugges-
tions for future research in Section 7.
2. Related work

2.1. Object recognition

The general process employed for object recognition can be categorized into five phases: verification, detection and local-
ization, classification, naming, and description [18]. Many previous studies have attempted to address the object recognition
problem.

Zerroug and Nevatia [40] proposed a generalized cylinder-based recognition method that uses a subset of generalized
cylinders to detect the target object [3]. Brooks [4] proposed a parts-based recognition system for object recognition.

Peng et al. [25] proposed a descriptor that utilizes sectors and contour edges to represent local image features. Pham [26]
proposed a recognition algorithm based on template matching strategy, which greatly improved the recognition accuracy in
chickens. Lu et al. [21] developed a 3D-model based retrieval and recognition method, which uses a semi-supervised learning
method to train a classifier for object recognition.

Around 1990, geometric invariants were introduced to build an efficient indexing mechanism for use in recognition. The
geometric invariants-based method was first proposed by Schwartz and Sharir [28], where the basic idea is to obtain a coor-
dinates frame using feature points before utilizing the coordinate frame in the expression of an affine invariant. To integrate
this approach with 3D modeling, Flynn and Jain [7] proposed the application of invariant feature indexing in 3D object
matching.

Subsequently, researchers showed that it is beneficial to employ local features extracted from images for representation
during object recognition. An example is the iconic representation algorithm [27], which extracts local feature vectors to rep-
resent the multi-scale local orientation of image locations. The best-known method is SIFT [37], which detects the points of
interest in an image. Mikolajczyk and Schmid [22] proposed an affine-invariant interest point detector to improve the relia-
bility of recognition using feature grouping modules. Later, Csurka et al. [5] and Sivic and Zisserman [31] introduced the bag-
of-features approach for recognition, which obtains satisfactory results with viewpoint changes and background clutter.
2.2. Deep learning

In machine learning, a single architecture such as kernel machines can only work with a fixed feature layer. At present,
deep learning is becoming more prevalent, which is a complex architecture with multiple layers that contain nonlinear com-
ponents with many trainable parameters, [2]. Convolutional neural networks (CNNs) [16] and deep belief networks (DBNs)
[12] are two approaches in this area.

In early trials, CNNs proved to be the most successful in applying multi-layer neural networks. These methods use local
connections and shared weights to combine multiple neural units [16]. By reducing the number of training parameters, CNNs
can accelerate the learning process during general feed-forward back-propagation training [1].

DBN-based methods were proposed in 2006. DBNs comprise an undirected graph model and a directed graph model,
where the former is an associative memory that contains top level units and one level of hidden units, and the latter is a
stacked restricted Boltzmann machine (RBM) that contains the remaining layers.

There are many variations of deep learning methods, which are similar to CNNs and DBNs. For example, Ji et al. [14] pro-
posed 3-D CNNs, which use temporal features during network modeling. A convolutional DBN was also proposed by [17].

Deep learning is a generic machine learning tool, which can be applied in many areas. For example, during visual
document analysis, MNIST can recognize images using CNNs [30]. In face recognition, a deep learning network can learn
high-level facial features to narrow the semantic gap between the low level features. Karnowski et al. [15] utilized a deep
spatio-temporal inference network during image classification. In general, 3D CNNs are one of the best performing methods
and deep learning-based methods are quite useful for solving recognition problems.
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3. Multi-view 3D object depth data generation

3.1. Training set generation

By sampling the models in a database from different views and distances, each model can generate several depth images,
which can be used as the training set by the proposed method [33]. In order to consider the possible variations in the dis-
tance between the camera and objects when taking photographs, we set the translation between 1.3 and 2.3, which allowed
16 depth images of 640 � 480 pixels to be generated for each 3D model. As shown in Fig. 1, depth images of various models
from the database were sampled from different views and distances.

Bilinear interpolation is an extension of linear interpolation for two variables on a 2D grid [20]. The key idea of this algo-
rithm is to perform linear interpolation first in one direction and then in the other direction. Although these two steps are
linear, the overall interpolation is nonlinear and quadratic. This algorithm can be utilized to amplify or narrow an image [10].
Thus, in order to boost the training speed, we compressed the image into 128 � 96 pixels using the bilinear interpolation
algorithm according to the following equations:
f x; y1ð Þ ¼ x2 � x
x2 � x1

f x1; y1ð Þ þ x� x1

x2 � x1
f x2; y1ð Þ; ð1Þ
f x; y2ð Þ ¼ x2 � x
x2 � x1

f x1; y2ð Þ þ x� x1

x2 � x1
f x2; y2ð Þ; ð2Þ
f x; yð Þ ¼ y2 � y
y2 � y1

f x; y1ð Þ þ y� y1

y2 � y1
f x; y2ð Þ; ð3Þ
where (1) and (2) denotes interpolation in the x direction and (3) denotes the interpolation in the y direction. Finally, each
compressed depth image is divided into 32 � 32 patches, with four pixels in each patch. In addition, patches that lack depth
information are removed from the training set when training the random regression forests [36]. In Fig. 2, the depth image of
a chair is divided into several continuous patches.
3.2. Test set generation

Initially, the depth images of indoor scenes captured by the RGB-D camera were also resized to 128 � 96 pixels as the
training set. We obtained multiple depth images for each object from different angles to obtain better characterizations
of the objects, as shown in Fig. 3.

We obtained several test patches by sampling patches of 32 � 32 with four pixels per patch from the depth images of a
chair.

As shown in Fig. 4, the depth image was divided into several continuous patches. When testing, patches without depth
data were not passed to the random forests algorithm, thereby reducing the number of false positives.
Fig. 1. Depth images sampled from desks, chairs, and sofas in a database.



Fig. 2. Continuous sampling of 32 � 32 patches from a chair.

Fig. 3. Depth images of two chairs captured by an RGB-D camera from different angles.

Fig. 4. The 32 � 32 patches sampled from the depth images of a chair.
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In addition, the depth model obtained might fail because the depth data employed different units in the training set and
the test set. Thus, data normalization was applied to both the training set and the test set [34,8]. Moreover, the angles of the
training set and the test set were controlled to within plus or minus 30 degrees in the horizontal direction as the normal
human viewpoint. The distance of the test data was controlled within the range where the RGB-D cameras could capture
sufficient depth data from the target. The data obtained might not have been suitable for the algorithm if the bound was
outside this range.
4. Feature representation using deep learning

The most important aspect of classification comprises the useful features that are learned. The core of deep learning is the
construction of a learning model with several hidden layers to learn more important features related to the targets [6].
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Because 3D data are much more complex than 2D data if occlusions are present, deep learning can be an effective tool for
learning the features of 3D objects.

4.1. RBMs

An RBM is a generative stochastic neural network, which can learn a probability distribution based on its set of inputs.
RBMs have been applied to dimensionality reduction [11], classification [3], collaborative filtering, feature learning [4],
and topic modeling [40]. RBMs are a variant of Boltzmann machines, but with the restriction that their neurons must form
a bipartite graph. Their input units correspond to the features of their inputs and hidden units are trained, where each con-
nection in an RBM must connect a visible unit to a hidden unit. This restriction enables the production of more efficient train-
ing algorithms in the general class of Boltzmann machines, particularly the gradient-based contrastive divergence algorithm
[25]. A graphical depiction of an RBM is shown in Fig. 5.

The standard type of RBM has binary-valued hidden and visible units. It comprises weights W ¼ wi;j
� �

associated with the
connections between a hidden unit hj

� �
and a visible unit v j

� �
, as well as bias weights ai for v i and bj for hj. The energy func-

tion is defined as
E v ;hð Þ ¼
X

i

aiv i �
X

j

bihj �
X

i

X
j

hjwi;jv i ð4Þ
or in vector form as,
E v ;hð Þ ¼ �aT V � bT H � HT WV : ð5Þ
RBMs lack input–input and hidden–hidden interactions, so the energy function E v ;hð Þ, which is analogous to that of a
Hopfield network, is bilinear [13]. As in general Boltzmann machines, the probability distributions over hidden and/or visible
vectors are defined in terms of the energy function [21]:
P v; hð Þ ¼ 1
Z

e�E v;hð Þ; ð6Þ
where Z is a partition function that is defined as the sum of e�E v ;hð Þ over all possible configurations. Similarly, the probability
of a visible vector of Booleans is the sum over all possible hidden layer configurations [21]:
P v; hð Þ ¼ 1
Z

X
h

e�E v;hð Þ: ð7Þ
Since the RBM has the shape of a bipartite graph, with no intra-layer connections, the hidden unit activations are mutu-
ally independent of the given visible unit activations, whereas the visible unit activations are mutually independent of the
given hidden unit activations [25]. Thus, for m visible units and n hidden units, the conditional probability of the visible units
v given the hidden units h is
P vjhð Þ ¼
Ym

i¼1

P v ijhð Þ: ð8Þ
By contrast, the conditional probability of h given v is
P hjvð Þ ¼
Yn

j¼1

P hijvð Þ: ð9Þ
The individual activation probabilities are given by P hj ¼ 1jv
� �

¼ r bj þ
Pm

i¼1wi;jv i
� �

and P v i ¼ 1jhð Þ ¼ r ai þ
Pn

j¼1wi;jhi

� �
,

where r denotes the logistic sigmoid.
h0 h1 h2

V0 V1 V2 V3

Hidden Units

Visible Units

Fig. 5. Graphical depiction of an RBM.
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The aim when training RBMs is to maximize the product of the probabilities assigned to some training set
V ; argmaxw

Q
v2V PðvÞ. This is equivalent to maximizing the expected log probability of V: argmaxwE

P
v2V log PðvÞ

� �
. The algo-

rithm that is used most often to train RBMs is the contrastive divergence algorithm, which was originally developed to train
product of experts models [24]. This algorithm employs Gibbs sampling and it is used inside a gradient descent procedure to
compute the weight updates. The basic contrastive divergence procedure for a single sample is as follows.

Step 1. Take a training sample v, compute the probabilities of the hidden units, and sample a hidden activation vector h
from the probability distribution.

Step 2. Compute the outer product of v and h, and denote this as the positive gradient.
Step 3. From h, sample a reconstruction v 0 of the visible units, then resample the hidden activations h0.
Step 4. Compute the outer product of v 0 and h0, and denote this as the negative gradient.
Step 5. Let the weight update to wi;j be the positive gradient minus the negative gradient times some learning rate:

Dwi;j ¼ e vhT � v 0h0T
� �

.

The updating rule is similar for the biases ai and bj.
4.2. DBNs

In machine learning, a DBN is a generative graphical model, or a type of deep neural network, which comprises multiple
layers of hidden units that have connections between the layers but not between the units within each layer. After it has
been trained using a set of examples in an unsupervised manner, a DBN can learn how to probabilistically reconstruct its
inputs. The layers then act as feature detectors on inputs. After this learning step, a DBN can be trained further in a super-
vised manner to perform classification [9]. The RBM can be used as the building block in a DBN, as shown in Fig. 6, because it
shares parameterizations with the individual layers of a DBN.

The principle of greedy layer-wise unsupervised training can be applied to DBNs using RBMs as the building blocks for

each layer, as follows. (1) Train the first layer as an RBM that models the raw input x ¼ h 0ð Þ as its visible layer. (2) Use
the first layer to obtain a representation of the input that will be used as data by the second layer. This representation is

selected as the mean activations P h 1ð Þ ¼ 1jh 0ð Þ
� �

. (3) Train the second layer as an RBM by taking the transformed samples
h0 h1 h2

V0 V1 V2 V3

Hidden Units

Visible Units

h0 h1 h2

V0 V1 V2 V3

Hidden Units

Visible Units

h0 h1 h2

V0 V1 V2 V3

Hidden Units

Visible Units

RBM

Layer 1

Layer 2

Layer X

Fig. 6. Graphical depiction of a DBN.
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as training examples for the visible layer of the RBM. (4) Iterate (2) and (3) for the desired number of layers by propagating
the samples or mean values upward each time. (5) Fine tune all of the parameters of this deep architecture with respect to a
proxy for the DBN log-likelihood.
4.3. Data reconstruction

Data reconstruction includes two processes: encoding and decoding [38]. The single layer of an RBM is not the best way to
model the structure. Thus, a DBN with RBMs as blocks is used for data reconstruction. An example of the overall process is
shown in Fig. 7. The encoding is a process that involves DBN training. After encoding, each layer of features captures the
strong, high-order correlations between the activities of the units in the layer below. These data are reconstructed better
after fine tuning [32]. For a wide variety of datasets, this is an efficient way for progressively identifying low-dimensional
and nonlinear structures. Thus, it is beneficial for data reconstruction when the object is blocked.

RBMs might not be efficient for representing some distributions that could be represented compactly with an unrestricted
Boltzmann machine, but RBMs can represent any discrete distribution provided that sufficient hidden units are used. In addi-
tion, it can be shown that unless the RBM already models the training distribution perfectly, adding a hidden unit will always
improve the log-likelihood. It is not known how many hidden units will be sufficient to represent the data perfectly. After
learning one layer of feature detectors, we can treat their activities as data to learn a second layer of features. The first layer
of the feature detectors then becomes the visible units used to learn the next RBM. This layer-by-layer learning approach can
be repeated as many times as necessary [39]. It can be proved that adding an extra layer always improves the lower bound
based on the log probability that the model assigns to the training data, provided that the number of feature detectors per
layer does not decrease and their weights are initialized correctly. Thus, the second problem is how many layers are required
to obtain the best performance when representing the features. These two problems are discussed in the experimental
section.
5. Object recognition

The features of objects are learnt by the DBN and then used as inputs by the random forests to classify the objects accord-
ing to labels that represent various object classes, which can be formulated as L ¼ g f ið Þ;Vð Þ, where g refers to the random
forests classifier, f ið Þ is the feature vector learnt by DBN, and V is the vector of the parameter configurations for the nodes
used to construct the decision trees in the random forests. Compared with other classification algorithms, training and test-
ing are rapid with random forests, and this method outperforms others when handling extremely large volumes of training
data. The random forests method can balance the error during the classification of unbalanced datasets. Furthermore, this
method always obtains accurate classifications with high efficiency.

In the training phase, the random forests classifier is trained with the features learned from the training set. The random
split selection strategy is used during the training of the random forests classifier [41]. During random selection, simple deci-
sion stumps are tested on a feature channel, which is selected randomly when splitting non-leaf nodes [35]. In addition, a
large number of thresholds are generated randomly and then tested on the feature channel Fc . After testing the conditional
formulae Fc > s, the qualified patches comprise the patch set of its right child and the remainder are grouped into the left
child. The node is split into its left and right child nodes based on the threshold s, which is a final parameter that maximizes
the information gain (IG). IG can be calculated by Eqs. (10) and (11):
IG ¼ H Cð Þ �
X

i2 L;Rf g
xiHi Cð Þ; ð10Þ
H Cð Þ ¼
X

c

� p cð Þ ln p cð Þ; ð11Þ
where H Cð Þ refers to the entropy and p cð Þ is the probability of the object class label, which is calculated as the percentage of
class c in the number of patches in the node. The leaf node is created when the number of patches is below 20 or the tree
reaches the maximum depth [19].

To evaluate the classifier, the features of an object are learnt by the DBN and fed into the random forests, after which the
results from the random trees will be integrated according to Eq. (12):
p cjPið Þ ¼ 1
K

XK

l¼1

pl cjP̂i

� �
; ð12Þ
where K is the number of trees generated in the forest and pl cjP̂i

� �
refers to the probability of class c, i.e., the percentage of

patches with label c in the leaf node of tree l.
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6. Results and analysis

6.1. Experimental setup

In the experiments, we evaluated the accuracy of 3D object recognition using different numbers of DBN layers and dif-
ferent numbers of units for feature training. We also included objects without occlusions and with occlusion areas of differ-
ent sizes based on different sized patches and intervals to evaluate the recognition accuracy. By default, we set the size of the
patch to 32 � 32 and the interval size as 10. The training set was prepared by collecting 16 � 722 models, which were cap-
tured from 16 views and categorized according to five categories: chairs, tables, cabinets, sofas, and tea tables [23]. The test
set was prepared by capturing 10 objects in the five categories from six views. Therefore, the test set contained 60 depth
images. We compared our approach with support vector machine (SVM) and random forests algorithms using 2D and 3D
features, including histogram of gradients, normal structure tensor, geometry moments, and spin image, where the latter
three types of features are extracted from depth data.

The hardware used in the evaluation comprised a desktop PC with a 2.6 GHz Dual core Intel i5 CPU and 4 GB memory. The
RGB-D images were captured by a Microsoft Kinect camera at a resolution of 640 � 480. The background was removed from
those images using an adaptive Gaussian-mixture model. We use the Labelme program to label the training set. All of the
experiments used indoor scenes.
6.2. Results and analysis

6.2.1. Recognition accuracy with different number of DBN layers and training circulation times
In this experiment, we tested the recognition accuracy of 3D objects using two, three, or four DBN layers and 500, 1000,

2000, or 3000 training circulation times. There were 600 or 200 units in each layer with two layers; 600, 200, or 100 with
three layers; and 600, 300, 200, or 100 with four layers. The accuracy of the proposed algorithm was defined as the percent-
age of correctly labeled depth images, which was defined by the following equation:
Accuracy ¼ correct Image
all Image

� 100%; ð13Þ
where correct_Image denotes the number of depth images where the class calculated by the proposed classification algo-
rithm was correct compared with the ground truth, and all_Image denotes the number of all depth images obtained from
various 3D objects. The results are shown in Fig. 8.

The data that we used were not obtained from a standard dataset, so we had to manually assign each test object with the
label of the most similar training object. The experimental results showed that the recognition accuracy increased with the
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number of training circulation times. This was because a higher number of training circulations could improve the conver-
gence of the average reconstruction error, the mini-batch mean squared error based on the training set, and the full-batch
training error. However, increasing the number of DBN layers did not increase the recognition accuracy. The design of DBN is
application-oriented, which means that the number of DBN layers and the number of units in each layer should match the
specific requirements of applications. According to the results of this test, the 3D object recognition accuracy was highest
with four DBN layers and 3000 training circulation times.

6.2.2. Recognition accuracy for 3D objects without occlusions
In this experiment, we evaluated the recognition accuracy for 3D objects without occlusions. This evaluation used differ-

ent patch sizes that ranged from 16 � 16 to 48 � 48, and different interval sizes, i.e., from 10 to 30, as shown in Fig. 9. In
Fig. 9(a), the squares of different sizes indicate different patch sizes, while in Fig. 9(b), the distance between two neighboring
squares indicates the interval.

Fig. 10 shows the experimental results obtained employing our approach (deep learning plus random forests) based on
the recognition accuracy for 3D objects using different patch sizes with a fixed interval size of 10, as well as different interval
sizes with a fixed patch size of 32 � 32, which are compared with the results obtained using the SVM and random forests.

The results show that our approach always performed better than SVM and random forests, regardless of whether we
fixed the interval size and changed the patch size, or if we fixed the patch size and changed the interval size. This is because
deep learning can extract features that facilitate the recognition of 3D objects. Fig. 10(a) shows that the recognition accuracy
decreased significantly as the patch size increased, which was due to the reduction in the training set size and the smaller
number of patches in the test set because the size of the depth images was fixed. Fig. 10(b) shows that the recognition accu-
racy also decreased as the interval size increased, which is also explained in the same manner as the changes shown in
Fig. 10(a). However, if the patch size or interval size was excessively small, such as pixel-level patches, the training set
was too large and the training efficiency degraded greatly.
(a) patches with different sizes (b) stride

Fig. 9. Patches and intervals in depth images.
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6.2.3. Recognition accuracy of 3D objects with occlusions
In the depth images, the 3D objects were not always clear due to occlusions in the images. Therefore, we tested the recog-

nition accuracy of 3D objects using occlusion areas of different sizes and different number of occlusions. The size of the
occlusion areas varied from 4 � 4 to 32 � 32, and the number of occlusions ranges from 1 to 5. Some test cases are shown
in Fig. 11.

In the first test, the image included only one occlusion but its size varied, as shown in Fig. 12. The recognition accuracy
using our approach was compared with that obtained using the SVM and random forests, where the patch size and interval
size were fixed at 32 � 32 and 10, respectively. The results obtained are shown in Fig. 13.

The recognition accuracy of our approach was always higher than that of the other two algorithms, thereby demonstrat-
ing that the encode–decode deep learning network could efficiently recover missing information from occlusion areas based
on partially observed data. Our approach remained stable when the occlusion size was less than 20 � 20, and thus 20 � 20
was set as the size threshold for occlusion areas during 3D object recognition. The performance of random forests was much
lower than that of the SVM because occlusions could easily affect the voting mechanism based on all the patches in each
image when using the random forests algorithm.

In the second test, we used images that included multiple occlusions but where the size was fixed at 8 � 8. These occlu-
sions were located in random positions. The recognition accuracy of our approach based on different numbers of occlusions
is shown in Fig. 14.

The recognition accuracy of our approach was higher than that of the other two algorithms for the same reason as the
trends illustrated in Fig. 13. When the number of occlusions was less than four, the recognition accuracy using the SVM
was less than that when using random forests, whereas the opposite was the case when the number exceeded four. This
is because the SVM algorithm uses both global and patch level features, which are not affected greatly as the number of
occlusions increases, whereas the random forests algorithm only uses patch level features. When the number of occlusions
increased to five, the recognition accuracy with our approach was still over 70%, whereas the recognition accuracy using the
SVM and random forests was below 60%.
Fig. 11. Test cases of 3D objects with different numbers of occlusions.



Fig. 12. Depth image with only one occlusion but variable size.
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Fig. 13. Recognition accuracy for 3D objects with only one occlusion.
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Fig. 14. Recognition accuracy of 3D objects with multiple occlusions.
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7. Conclusions and future work

In this study, we developed a multi-view-based 3D object recognition approach for objects with occlusions using deep
learning. In our proposed method, we integrate the 3D structures and sample depth images of objects from multiple views,
before segmenting the depth images into patches to generate the training set used for deep learning. Next, a DBN with blocks
of RBMs is used to train the features of 3D objects. These features are fed into a random forests algorithm to obtain the object
classification for recognition. Our results showed that the proposed approach allowed the robust and accurate recognition of
3D objects even when the depth images of objects included occlusion.

In our future research, we plan to include more discriminative depth features by increasing the number of layers in the
DBN. We will also investigate the use of pixel-level object classification instead of patch-level object classification to facil-
itate even more accurate object recognition. Finally, Microsoft Kinect can only capture short-range depth information, so we
will test other types of long-range RGB-D cameras.
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