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Realtime Rendering Glossy to Glossy Reflections
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Figure 1: We proposed a new method to render screen-space glossy to glossy reflections in realtime. Three scenes are all with
glossy materials and rendered at 1280×720 resolution. The FPS of these three snapshots are 65.1, 64.1 and 61.7 respectively.

Abstract
Glossy to glossy reflections are lights bounced between glossy surfaces. Such directional light transports are
important for humans to perceive glossy materials, but difficult to simulate. This paper proposes a new method
for rendering screen-space glossy to glossy reflections in realtime. We use spherical von Mises-Fisher (vMF)
distributions to model glossy BRDFs at surfaces, and employ screen space directional occlusion (SSDO) rendering
framework to trace indirect light transports bounced in the screen space. As our main contributions, we derive a
new parameterization of vMF distribution so as to convert the non-linear fit of multiple vMF distributions into a
linear sum in the new space. Then, we present a new linear filtering technique to build MIP-maps on glossy BRDFs,
which allows us to create filtered radiance transfer functions at runtime, and efficiently estimate indirect glossy to
glossy reflections. We demonstrate our method in a realtime application for rendering scenes with dynamic glossy
objects. Compared with screen space directional occlusion, our approach only requires one extra texture and has
a negligible overhead, 3%∼ 6% loss at frame rate, but enables glossy to glossy reflections.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism—Color, shading, shadowing, and texture

1. Introduction

Real-time global illumination for complex and dynamic
scenes is a remarkable milestone in rendering but has not
been accomplished yet. The computation to simulate multi-
bounce light transports is still beyond the computational
power of desktop PC even with the latest hardware. Many

† Corresponding authors: Rui Wang, rwang@cad.zju.edu.cn; Hu-
jun Bao, bao@cad.zju.edu.cn.

methods have been proposed for different kinds of approx-
imations on light transports to tradeoff for sufficient frame
rates. Screen-space global illumination rendering technique
is one class of methods with certain approximations. It uses
graphic hardware to rasterize scene geometry into screen-
space buffers, and only simulates light transports bounced
in geometry stored in buffers, instead of computing over all
surfaces. Due to the simple implementation and high per-
formance, screen-space methods [MKB∗05, SA07, Mit07,
BSD08,RS09,HF14] have been successfully applied to sim-
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ulate several global illumination effects in many realtime ap-
plications, e.g. games. However, almost all of these methods
reuse the screen-space illumination generated by camera to
compute next bounces of light transports. This approxima-
tion works well if the scene is diffuse or next bounces of
light transport are insensitive to directions. But, for glossy to
glossy reflections, such an approximation is no longer cor-
rect.

Glossy to glossy reflections are lights bounced between
surfaces with glossy materials. With high directional diver-
sity, glossy to glossy light transports are yet difficult to sim-
ulate. Several methods with approximations have been pro-
posed to accelerate the estimation of glossy to glossy light
transports [LWDB10, LWLD11, XCM∗14, YWY08]. The
main idea of these approaches is to approximate the glossy
transfers, i.e. the distribution of glossy BRDFs to simplify
computation. More specifically, it treats the glossy BRDFs
at surface points as spherical von Mises-Fisher (vMF) distri-
butions, and merges multiple vMFs of points into one vMF.
This new vMF has several advantages. First, it still keeps the
directional property even with a broader lobe, which makes
it be able to preserve directional reflections. Second, this
new distribution depicts the reflections from a surface re-
gion, therefore reduces the number of samples. However,
the merging of multiple vMFs is an iterative optimization
process [HSRG07], which has to be computed in the pre-
computation stage.

Thus, these methods are impractical for realtime applica-
tions with dynamic scenes.

In this paper, we present a new screen-space method for
rendering glossy to glossy reflections with dynamic scenes at
real-time frame rates. Our key idea is to compute and store
glossy transfers in screen space instead of only the color
buffer used in previous screen-space methods. In Fig. 2, we
illustrate the difference between our method and SSDO. The
basic strategy is to enable linear operators on these glossy
transfers, such as linear filtering and MIP-mapping, so that
we can integrate the rendering of glossy to glossy reflections
into screen-space rendering framework. To achieve it, First,
we derive a new parameterization of vMF distribution and
simplify the non-linear fit of multiple vMF distributions into
a linear sum in the new space. Then, we present a new lin-
ear filtering technique to build MIP-maps on glossy BRDFs
in screen space. In this way, we are able to approximate
the glossy transfer from different sizes of patches by recon-
structing the vMF distribution from different levels of MIP-
maps. This allows us to efficiently estimate indirect glossy
to glossy reflections under local or environmental lighting.

We demonstrate our method in a realtime application for
rendering scenes with glossy objects. Compared with SSDO,
our approach only requires one extra texture and has a negli-
gible overhead, 3%∼ 6% loss at framerate in our examples,
but enables new glossy to glossy reflections. We conclude
our main contributions as:

• A new realtime rendering technique to simulate glossy to
glossy reflections in screen space.

• A new parameterization of vMF distribution to linearly
sum multiple vMFs instead of non-linear fit.

• A new linear filtering technique to decouple outgoing di-
rections from the filtering of glossy BRDFs so that MIP-
maps on vMFs of glossy transfers can be built in screen
space and used to create filtered radiance transfer function
at runtime.
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Figure 2: Illustration of SSDO and our method. Compared
with SSDO, we store glossy transfers in the screen space so
as to correctly compute the glossy to glossy light transport
bounced in the scene.

2. Related Work

Even with decades of development, global illumination is
still a big challenge in graphics research. Certain classes of
light paths have traditionally been a source of difficulty in
fast and efficient simulations. An example is the light paths
bounced between many glossy surfaces, known as glossy to
glossy reflections.

Rendering Glossy to Glossy Reflections. Monte Carlo
path tracing [CPC84] and some followups, the bidirectional
path tracing [LW93,Vea98] and the Metropolis Light Trans-
port [VG97], are all powerful tools to physically simulate
various light transports, including the glossy to glossy reflec-
tions. However, due to the highly directional varies and the
high dimensions of glossy to glossy reflections, rays usually
diverge upon each reflection, even with proper importance
sampling. Therefore, a large number of sample paths is re-
quired to eliminate noise in the image. Yu et al. [YWY08]
presented an interactive GPU-based algorithm for accu-
rately rendering glossy reflection effects using GPU-based
BRDF importance sampling, Jakob and Marschner [JM12]
explored the low dimensional embedding of specular paths
in the path space, and proposed a Markov Chain Monte
Carlo technique to efficiently trace paths in scenes with diffi-
cult specular or highly glossy light transports. However, due
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to the high computation costs, physically path tracing meth-
ods are still far from realtime rendering applications.

To fast estimate the glossy to glossy reflections, Lauri-
jssen et al. [LWDB10] proposed a method that treats the
glossy BRDFs at surface points as vMF distributions, and
merges multiple vMFs into one vMF. Therefore, instead
of tracing more rays, the glossy to glossy reflections can
be approximately computed by the merged vMF with lo-
cal incident lighting. The underlying idea of fitting or merg-
ing vMFs into one vMF was first proposed by Han et
al. [HSRG07] to filter normal maps. An EM algorithm is
employed to take the approximation. Compared with their
methods, we find a new parameterization of vMF distri-
bution and simplify the non-linear iterative optimization
into linear filtering. This greatly reduces the computation
time of merging multiple vMFs while using hardware MIP-
mapping, thereby can be applied in the realtime rendering.

The idea of gathering of multi-bounce glossy reflections
proposed in [LWDB10] was then extended in the Precom-
puted Radiance Transfer (PRT) framework to enable real-
time relighting of scenes [LWLD11]. In the PRT framework,
several methods have been proposed to consider interactive
rendering or editing of glossy BRDFs with global illumi-
nation [BAOR06,SZC∗07,BAEDR08,NKLN10]. However,
the main drawback of these PRT methods is the restriction
on static scenes. By contrast, our goal is to handle dynamic
scenes.

Recently, Xu et al. [XCM∗14] presented an analytical
derivation on the one-bounce interreflection equation from a
triangle to a shading point, allowing efficient computation of
one-bounce interreflection, including glossy to glossy reflec-
tions. However, even with a GPU-based implementation, it
is still impractical for realtime rendering of dynamic scenes.

Screen Space-based Rendering. To enable realtime ren-
dering, screen space-based rendering attracts much attention
due to the simple implementation and high performance.
Usually, it first uses graphic hardware to rasterize scene ge-
ometry into screen-space buffers, and then simulates light
transports bounced using geometry stored in buffers as a
post-process. Instead of computing over all surfaces, screen
space-based rendering is output-sensitive and scalable for
complex scenes.

Several global illumination effects have been successfully
simulated in screen space. Mertens et al. [MKB∗05] pro-
posed a screen-space subsurface scattering method (SSSS).
Ambient Occlusion (AO) is a coarse approximation to gen-
eral light transport. It can be efficiently approximated by
nearby geometry in neighboring pixels. This leads to screen-
space ambient occlusion (SSAO) method with many varia-
tions [SA07, Mit07, BSD08]. A standard SSAO algorithm
illuminates a pixel by first computing an average visibility
value from a set of neighboring pixels, and then multiplying
this occlusion value with the unoccluded illumination from
all incoming directions. Ritschel et al. [RGS09] extended

SSAO to screen-space directional occlusions (SSDO) that
it does not compute the illumination from all incoming di-
rections, but only from the visible directions. Therefore, it
enables more types of effects than just occlusion, such as
shadows and indirect color bleeding.

To take glossy reflections into consideration, Robison and
Shirley [RS09] developed an image space gathering method,
and Hermanns et al. [HF14] presented a screen-space cone
tracing method. However, these methods only handle dif-
fuse to glossy reflections and can not simulate the glossy
to glossy reflections.

Instead of directly using screen buffer as color buffer
to compute multiple bounces of reflections, Wang et
al. [WWZ∗09] proposed a parallel screen-space irradiance
caching scheme to enable interactive global illumination
rendering. McGuire et al. [ML09] presented a screen-space
photon mapping method that recasts the initial and final pho-
ton bounces as image-space operations amenable to GPU ac-
celeration.

Screen-space method was also used in the simulation of
subsurface scattering. Jimenez et al. [JSG09] presented a
screen-space diffusion approximation to simulate skin in
real-time performance.

In summary, the goal of our method is to simulate glossy
to glossy reflections in screen space. As we know, this prob-
lem has not been addressed before.

3. Approximating Glossy to Glossy Light Transport

In this section we first describe the rendering equation to
compute glossy to glossy reflections, and then introduce the
approximation we made to compute them in screen space.
An illustration of how we approximate glossy to glossy light
transport is shown in Fig. 3

3.1. Glossy to Glossy Light Transport

According to the rendering equation [Kaj86], the outgoing
radiance Lo at a shading point p along direction so is com-
puted by the following integral:

Lo(p,so) =
∫

H
ρ(p,so,s)Li(p,s)cos(np,s)ds (1)

where Li is the incident radiance, s is an incident direction,
ρ(p,so,s) is the BRDF at surface point p, cos(np,s) is the
clamped cosine between surface normal np and direction s,
and H is the hemisphere centered around the surface normal
np.

We use Monte Carlo path tracing to sample the incident
light at point p as:

Lo(p,so) =
1
N

N

∑
k=1

ρ(p,so,sk)Li(p,sk)cos(np,s)
f (sk,so)

(2)
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Figure 3: Illustration of approximating glossy to glossy light
transport. (a) We use cone tracing to trace paths from sur-
face point p. The cone hit region is SΩk . The vMF lobes at re-
gion SΩk is approximated by one vMF lobe, shown in orange.
(b) The new lobe is computed by merging multiple reflected
lobes. The center direction of the new lobe is the reflected
direction of outgoing direction s. (c) We decouple the out-
going direction from the computation of merging vMF lobes
and MIP-map A and B terms that are independent of outgo-
ing directions.

where N is the number of samples, and f (sk,so) is the PDF
to generate the sample direction sk.

Then, we adapt the cone tracing proposed in [CK07,
CNS∗11] to trace paths in screen space. Specifically, the in-
verse of the product between the PDF and the total number
of samples, 1

N f (sk ,so)
, is approximated by a cone of solid an-

gle Ωk, and the incidence radiance over solid angle Ωk is
approximated by the average incident radiance LΩk (p,sk),
i.e.:

Ωk =
1

N f (sk,so)
, LΩk (p,sk) =

∫
Ωk

Li(p,s)ds (3)

Thus, the rendering equation is reformulated as:

Lo(p,so)≈
N

∑
k=1

ρ(p,sk,so)LΩk (p,sk)cos(np,s) (4)

Note that the incident radiance Li(p,s) is the outgoing ra-
diance from surface point qs along direction s, i.e. Li(p,s) =
Lo(qs,s), Fig. 3(a). The outgoing radiance from surface
point qs in the region SΩk can be computed by one more
bounce of incident radiance. Thus, the average incident ra-
diance LΩi(p,sk) under the second bounce of light transport
can be computed as:

LΩk (p,sk) =
∫

Ωk

∫
H

ρ(qs,s
′,s)Li(qs,s

′)cos(ns,s′)ds′ds

(5)
Then, we assume that the incident radiance to qs is from
distant lights, thus it does not change much for points
in the region SΩk . Therefore, we use the cosine-weighed
incident radiance towards a mean point in the region,
Li(q,s′)cos(nq,s′), to replace the incident radiance to other
points. Under this assumption, Eq. 5 can now be reordered

as follows:

LΩk (p,sk) ≈
∫

S
Li(q,s′)cos(nq,s′)

∫
Ωk

ρ(qs,s
′,s)dsds′(6)

=
∫

S
Li(q,s′)cos(nq,s′)ρ(q,s′,sk)ds′ (7)

where ρ(q,s′,sk) is the average glossy BRDFs over re-
gion SΩk . It can be further approximated by merging glossy
BRDFs from a set of sample points in the region into one
glossy BRDF as:

ρ(q,s′,sk) =
∫

Ωk

ρ(qs,s
′,s)ds≈

M

∑
j=1

ρ(q j,s
′,sk). (8)

The average glossy BRDF, ρ(q,s′,si), can be regarded as
the glossy transfer from the region SΩk to point p. It helps
us to fast estimate the glossy reflection from one region to
one shading point, so as to accelerate the rendering. Previ-
ous methods [HSRG07,LWDB10] proposed an iterative EM
algorithm to optimize Eq. 8, which is time-consuming and
impractical for realtime rendering. We need to develop our
own optimization approach.

3.2. Approximating Glossy BRDFs

Inspired by previous work [HSRG07, LWDB10], we use
von Mises-Fisher (vMF) distributions to represent specular
BRDFs. In the following, we first propose a new parame-
terization space to linearly merge multiple vMFs, and then
extend it to compute the average glossy BRDFs.

3.2.1. Summing vMF Distributions

The von Mises-Fisher Distribution. vMF distributions
have been used in many methods to approximate specu-
lar BRDFs. Mathematically, the vMF distribution, γ(s), is
a probability density function that describes the distribution
of directions s centered around a mean direction µ as:

γ(s) = c(κ)eκ(µ·s) (9)

where κ is the inverse angular width: higher values of κ cor-
respond to more concentrated distributions, c(κ) = κ

4π sinh(κ)
is a normalization factor. Assuming κ� 1, the distribution
can be approximated as:

γ(s)≈ κ

2π
eκ(µ·s)−1 (10)

Let us take another view on the vMF distribution. One
vMF distribution can be regarded as an approximation
on a set of directions resulting from a stochastic pro-
cess [BDGS05]. Given a set of directions, si, i ∈ [1,M], one
vMF distribution, γ(s), that best fits the distributions of these
directions can be computed as:

µ =
r
‖ r ‖ ,κ≈

3 ‖ r ‖ − ‖ r ‖3

1− ‖ r ‖2 (11)
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where r = 1
M ∑

M
i=1 si. r is the unnormalized average direc-

tion. The magnitude ‖ r ‖ indicates the angular width of the
fitted vMF distribution. The value is between 0 and 1. Imag-
ine that a uniform distribution of directions on the sphere re-
sults in r = 0, while an extremely concentrated distribution
results in r≈ 1.

Summing vMF Distributions. According to Eq. 11, one
vMF can be represented by one unnormalized average di-
rection r. Given one vMF with two parameters (µ,κ), using
Eq 11, we can compute the magnitude ‖ r ‖ as

‖ r ‖3 −κ ‖ r ‖2 −3 ‖ r ‖+κ = 0 (12)

This cubic equation has three real roots. But while κ > 1,
only one root is between 0 and 1, which is a valid value for
‖ r ‖. The proof is provided in Appendix A. Using ‖ r ‖, we
can compute the scaled unnormalized direction as

r =‖ r ‖ µ (13)

Eq. 12 and 13 indicate that we can reparameterize one
vMF by the unnormalized direction r. This gives us a new
parameterization space to manipulate vMFs. Given a set of
vMFs with parameters {(µ j,κ j)}M , we can regard each vMF
as an approximations of directions generated by stochas-
tic processes. Therefore, the merging of these vMFs is the
merging of all of these directions. We have:

rm =
1
M

M

∑
j=1

N j

∑
i=1

s ji =
1
M

M

∑
j=1

r j (14)

where rm is the unnormalized direction for the merged new
vMF, and r j is the unnormalized direction computed from
(µ j,κ j). Eq. 14 provides us with a simple way in the the
unnormalized direction space to merge vMFs by just linearly
summing them.

3.2.2. Summing Glossy BRDFs

Once we have the way to sum vMFs, we use it to sum glossy
BRDFs to obtain summed glossy transfer. For one point q in
the region SΩk , assuming that the outgoing direction of this
sample point is s, and the normal is n, the reflected direction
µ of the vMF lobe is computed as, Fig. 3(b):

µ = 2ncos(n,s)− s (15)

where µ is the normalized reflected direction at point q and
it is also the lobe direction of reflected vMF distribution of
glossy BRDF at point q. Using Eq. 13, we have

r =‖ r ‖ (2ncos(n,s)− s) (16)

So for all surface points in the region SΩk , using Eq. 14
and Eq. 16, we can compute the merged vMF of glossy
BRDFs on the region as:

rm =
1
M ∑

j
r j =

1
M

M

∑
j=1
‖ r j ‖ (2n j cos(n j,s j)− s j)

=
2
M

M

∑
j=1
‖ r j ‖ n j cos(n j,s j)−

1
M

M

∑
j=1
‖ r j ‖ s j (17)

Then, we assume that the outgoing directions s j do not
change too much for this region, so that we are able to use
an average outgoing direction s to replace all s j; and we use
the cosine cos(n,s) between the average normal n and the
average outgoing direction s to replace cos(n j,s j). Eq. 17
can be approximated as follows:

rm ≈
2cos(n,s)

M

M

∑
j=1
‖ r j ‖ n j−

s
M

M

∑
j=1
‖ r j ‖

= 2cos(n,s)A− sB (18)

where

A =
1
M

M

∑
j=1
‖ r j ‖ n j, B =

1
M

M

∑
j=1
‖ r j ‖ (19)

The approximation in Eq. 18 has several advantages. First, A
and B are two terms only depending on normals and ||r j|| on
surfaces, but being independent to the outgoing directions. It
decouples the outgoing directions from summing of BRDF
lobes. Therefore, it lets us compute A and B for surface re-
gions before we actually trace light transports. Second, A and
B are linearly summed from surface points. This makes us be
able to use graphic hardware to build MIP-maps on A and B
in screen space to fast compute the merged lobe parameter
‖ rm ‖ for different sizes of scene regions. While we get the
‖ rm ‖, we can use Eq. 11 to compute the analytical form of
the merged vMF lobe and obtain the average glossy transfer
ρ(q,s′,si). At this point, we successfully apply linear opera-
tors on glossy transfers and integrate the rendering of glossy
to glossy reflections in screen space.

4. Screen Space Algorithm and Implementation

In this section we describe the algorithm implementing the
derivation in above section to achieve a realtime rendering
of glossy to glossy reflections in screen space.

Overview. As many screen-space rendering approaches,
our algorithm takes two passes. First, it renders the entire
scene to generate G-Buffer that stores geometry and mate-
rial data on pixels. Second, light transports are traced per
pixel in the screen space. While in tracing paths, for each in-
tersection of path, we reconstruct the lobe of glossy transfer
using our previous derivations, and integrate it with lighting
to compute the glossy to glossy reflections.

4.1. Generating G-buffers

At the first pass, we convert the 3D scene into a 2D rep-
resentation in screen space. The pseudo code of the pixel
shader used in this pass is given in Algorithm 1. First, po-
sitions, normals, and materials of scenes are rendered into
the geometry buffer (G-buffer) as textures, line 2-5 of Al-
gorithm 1. According to Eq. 18, we need one extra RGBA
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Algorithm 1 Generating G-Buffer
1: procedure PIXELSHADER

2: N← Normal
3: Pos← mul(ob jPos,World)
4: D← Di f f useColor
5: S← SpecularColor
6: κ← Kappa
7: //convert the κ to ‖ r ‖
8: ‖ r ‖=Convert(κ)
9: //RGB channels store A =‖ r ‖ n

10: R.rgb←‖ r ‖ ∗N
11: //A channel stores B =‖ r ‖
12: R.a←‖ r ‖
13: end procedure

texture in G-buffer, where RGB channels store ‖ r j ‖ n j and
the A channel stores ‖ r j ‖, line 8-9. To convert the κ to
‖ r j ‖, we solve the cubic equation, Eq. 12, in a preprocess,
and build a table for range [5,4000]. For glossy BRDFs with
larger κ, we treat them as specular BRDFs, since the distri-
butions of such vMF lobes are very concentrate. At runtime,
we use the table to obtain the value of ‖ r j ‖ for every pixel,
line 10.

After the first pass, we build MIP-maps for the texture
stored in G-buffer so that it allows us to efficiently compute
the merged glossy BRDF at different regions in the scene.
Specifically, for a certain region size, the merged glossy
BRDF of this region is just computed by fetching a certain
level in the MIP-maps.

4.2. Tracing Glossy to Glossy Reflections

The pseudo code of the pixel shader used in the second pass
to trace glossy to glossy reflections is shown in Algorithm 2.
For each surface point of pixel, we use importance sampling,
Eq. 4, to generate a number of paths. For each path, we use
the geometry stored in the G-buffer to calculate the inter-
section region by ray marching as that in SSDO [RGS09].
With ray marching, we iteratively move path forward along
the ray direction until we get within a threshold distance of
the surface, line 3 of Algorithm 2. If there does not exist
any intersections, we directly compute environmental light-
ing from the direction using BRDF parameters at this surface
point (µp,κp), line 4-6. If there exists intersection along this
path, we first use the cone size and the marched distance to
compute a region size. Then, we project this region back to
camera to compute the MIP-map level in screen space, line
8. Using the MIP-map level, we fetch filtered values A and B
from Rbu f at the screen position of ray intersection to com-
pute the unnormalized direction r using Eq. 18, line 9-11.
As long as we get r, we then use Eq. 11 to recover the vMF
parameters (µ,κ) to reconstruct the vMF lobe, line 12-14. If
the lighting is from local lights, the outgoing radiance is di-
rectly computed by combing directional contributions from

Algorithm 2 Tracing glossy to glossy reflections
1: procedure PIXELSHADER

2: for all paths do
3: hitPoint←RAYMARCH(p, path)
4: if nohit then
5: Color←Color+ENVMAP(µp,κp)
6: continue
7: end if
8: mLevel←LEVEL(RayLen,EyeDis,Weight)
9: n̄← NBu f (hitPointTexCrd,mLevel)

10: r̄n← RBu f (hitPointTexCrd,mLevel)
11: r← 2∗ r̄n.rgb∗max(0,dot(n̄, p))− p∗ r̄n.a
12: ‖ r ‖← length(r)
13: µ← r/ ‖ r ‖
14: κ← (3∗ ‖ r ‖ − ‖ r ‖3)/(1− ‖ r ‖2)
15: //Compute local lighting
16: Color←Color+BRDF(µ,κ,LPos)
17: //Compute environmental lighting
18: Color←Color+ENVMAP(µ,κ)
19: end for
20: end procedure

local lights and vMFs, line 15. If the light sources are lo-
cal lights, we directly use filtered BRDF to compute local
shading, line 16. If the lighting is from environment map,
we use prefiltered environment map [KVHS00] to compute
the environment lighting. Here, we ignore the visibility of
the second bounce to simplify the computation, line 18.

5. Results

We implement our algorithm in Microsoft DirectX 11 on a
PC with Intel i7 3770 CPU and NVIDIA GeForce GTX 980
graphics card. Since we compute everything from scratch in
each frame, the user can dynamically manipulate any ele-
ment in the scene, including lighting, viewpoint, material,
and geometry.

Example scenes. We test our algorithm on three exam-
ple scenes, the Dragon, the Warrior and the Transformer,
Fig. 1. Most results are lit under environmental lighting, but
in Fig. 6, we also show an example of using a local point
to illuminate the Dragon scene. More results can be found
in the supplementary video, including animations of these
scenes, and user’s interactive browsing in these scenes. The
video is captured on the fly. In the Dragon scene, a dragon is
set on a platform with four curved slopes. The total number
of vertices is 42.2 thousand. The glossiness coefficients, κ, of
the dragon, the platform and the plane are 64, 192 and 256,
respectively. In the Warrior scene, two animated warriors are
fighting with a dragon. This scene has 24.5 thousand ver-
tices. The κ, are 192, 64 and 384 for the dragon, the war-
riors, and the ground, respectively. We tessellate the ground
into bumpy surfaces using tessellation shader to demonstrate
the capability of our method handling reflections bounced on
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complex geometry surfaces. The Transformer scene has one
transformer and one car, which is the most complex scene in
this paper with 152.6 thousand vertices. The κ of the trans-
former, the car and the ground are 64, 128 and 384. The
ground is also tessellated to generate more geometry details.

Render Quality. Since our method makes several approx-
imations to enable the realtime rendering, as well as makes
improvements to add glossy to glossy reflections, we com-
pare our method with other two approaches, shown in Fig. 4.
Two zoomed results for all approaches are highlighted for
comparisons.

We first compare results of our method against a stan-
dard screen-space path tracer, where 256 paths per pixel
are traced in the screen space using importance sampling.
The traced results are used as reference images. Compared
with these reference images, it can be seen that our method
mainly captures the position and shape of highlights pro-
duced by glossy to glossy reflections, for examples, the high-
lights from dragon to the slope in the Dragon scene, and the
interreflections between the car and the ground in the Trans-
former scene. However, due to the small number of sam-
ple rays, our method also produces some errors at capturing
reflections from areas of complex geometry. The obvious
example is the highlights produced by dragon head in the
Dragon scene. Since the depth and geometry vary much at
the head region, our method does not fully produce all glossy
to glossy reflections. The second method we compared with
is the SSDO [RGS09], where we extend the restriction on
diffuse materials of SSDO to handle a glossy receiver. Com-
paring our results with those generated by SSDO, it is obvi-
ous that our method better preserves many glossy to glossy
reflections that can not be captured by SSDO. For almost
every zoomed region, there are highlights missed by SSDO,
for examples, the dragon body region in the Dragon scene,
the neck of dragon in the Warrior scene, and the wrest of the
Prime model in the Transformer scene. These indirect high-
lights are mainly generated by light-glossy-glossy-eye paths.
The contributions through glossy-glossy paths are highly di-
rectional, therefore can not be well approximated by a color
buffer used in SSDO. Results verify our motivation that we
need to store glossy transfers instead of colors to capture
glossy to glossy reflections.

In Fig. 5, we show three results using different number of
samples to trace secondary light transports. As can be seen,
in the Transformer scene, 8 secondary samples are sufficient
to produce good results. 4 samples are also able to produce
plausible results. Therefore, we use 4 and 8 samples to gen-
erate all results.

Performance. In Table 1, we summarize the performance
of applying our algorithm and SSDO on these 3 example
scenes with different resolutions. Since our method works
completely in image space, we can render scenes with dif-
ferent complexity of geometry at similar frame rates. One
important factor impacting on the performance is the num-

Resolution Scene Samples
Time costs

SSDO Ours
%.

FPS FPS

1280×720

Dragon
N=4 132.3 124.4 5.9
N=8 69.7 65.1 6.6

Warrior
N=4 126.8 120.3(76.5) 5.1
N=8 66.2 64.1(47.3) 3.2

Transformer
N=4 123.9 115.9(72.4) 6.4
N=8 65.0 61.7(45.2) 5.1

1920×1080

Dragon
N=4 65.0 61.3 5.7
N=8 36.5 34.5 5.4

Warrior
N=4 60.6 58.1 4.2
N=8 34.5 32.8 4.7

Transformer
N=4 54.2 52.4 3.4
N=8 30.0 28.5 3.7

Table 1: Statistics of example scenes. From left to right: res-
olution, scene, the number of sample rays per pixel and the
time costs of SSDO and our method. The FPS is averaged for
a period of time. Note that some of our example scenes are
rendered with tessellation shaders. Their FPSs are shown in
brackets. As can be seen, our method is only slightly slower
than SSDO, about 3% to 6% FPS drop.

ber of paths sampled for the secondary light transports. Once
the sample number doubles, the FPS approximately drops
half. Another important factor is the number of pixels. From
1280×720 to 1920×1080, the pixel number increases 2.25
times, and the performance drops approximately 2 times.
Since we use tessellation in some scenes, we also give out
the FPS while using tessellation shaders, shown in brack-
ets in Table 1. Comparing the performance of our method
and the SSDO, our method only has a negligible overhead,
3% ∼ 6% loss at frame rate, but has a significant improve-
ment at capturing the glossy bounces between objects.

6. Discussion and Limitation

Our method employ screen-space rendering framework,
therefore inherits its advantages and disadvantages. The ba-
sic assumption of a screen space approach is that the local
geometry is sufficiently represented by 3D spatial proxim-
ity of the nearby pixels. However, this assumption may fail
in some cases. For those invisible objects or objects out of
the screen, our method can not capture the glossy reflections
from them.

Several approximations are made in our derivation of fit-
ting multiple vMFs. To better understand the benefits and
loss of these approximations, we show some comparisons in
Fig. 6. The test scene is the Dragon scene, but lit by a lo-
cal light. Fig. 6(a) is a reference image generated by screen-
space path tracing. In Fig. 6(b), we use the iterative EM algo-
rithm [HSRG07] to optimize the merging of multiple vMFs.
Fig. 6(c) shows our result with 8 samples. In Fig. 6(d), we
do not use MIP-mapped vMFs but directly use the vMF at
hit point of secondary path to render the image. From this
comparison, it can be seen that the vMF reconstructed from
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(a) Reference (b) Our method (c) SSDO

Figure 4: Results comparison.

our MIP-maps well captures the mainly indirect glossy to
glossy reflections, e.g. on the dragon head. Comparing with
the result without using MIP-maps, our approximation on
multiple vMFs effectively improve the lighting effects be-
tween glossy surfaces. Compared with the fitted vMF com-
puted from the EM algorithm, our approximation loses some
accuracy. There are two main sources to produce the quality
loss. One is the approximation to decouple the outgoing di-
rection from the bounced lobes of vMFs. The other is that
due to the limitation of MIP-map, we only fit multiple vMFs
into one vMF, but in [HSRG07], maximum 6 lobes are used
to cluster and fit multiple vMFs, which generates a better ap-
proximation to the reference. Thus, our approximation may
not be able to capture very complex reflections that requires
more than one vMF to fit the glossy transfers. We regard it
as an important future direction for our work.

Currently, we only consider two bounces of light trans-

ports, the light-glossy-glossy-eye paths. Our method can be
directly extended to more bounces by simply tracing extra
bounces after two bounces. However, with increase of the
depth of paths, the scalability of our method is poor. It will
be an interesting and important topic to enable realtime long
path tracing.

7. Conclusions

We present a new realtime rendering technique to render
screen-space glossy to glossy reflections. Our basic idea is
to compute and store glossy transfers in screen space instead
of only the color buffer used in previous screen-space meth-
ods. To achieve it, we first derive a new parameterization
of vMF distribution to linearly sum multiple vMFs, which
is hardware friendly and computed in realtime. Using this
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(a) N=4 (b) N=8 (c) N=16

Figure 5: Results generated by different number of secondary sample paths.

(a) Reference (b) EM algorithm (c) MIP-mapping (d) Without MIP-mapping

Figure 6: Results using different optimization to merge multiple vMFs.

new parameterization, we then present a new linear filtering
technique to decouple reflected directions from the filtering
of reflected glossy BRDFs so that we are able to build MIP-
maps on vMFs of glossy BRDFs in the screen space and
create filtered radiance response functions at runtime. We
demonstrate our method in a realtime application for render-
ing scenes with glossy objects. Compared with SSDO, our
approach only requires one extra texture and has a negligible
overhead, 3% ∼ 6% loss at framerate in our examples, but
enables glossy to glossy reflections. We believe that the con-
sideration of multiple bounces of light transport in screen-
space rendering framework is an interesting avenue of fur-
ther research bringing together physically plausible complex
lighting effects of dynamic scenes and real-time frame rates.
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Appendix A: The roots of the cubic equation

In the Appendix, we prove that the cubic equation, Eq. 12,
has one and only one real root between 0 and 1.

Note that κ > 1. The discriminant of this cubic equation
is:

∆ = 4(27+9κ
2 +κ

4)> 0 (20)

Thus, the equation has three distinct real roots.

To find these roots, we first take the derivative of this cubic
equation as:

3 ‖ r ‖2 −2κ ‖ r ‖ −3 = 0 (21)

where it has two real roots:

‖ r ‖= κ±
√

κ2 +9
3

(22)

It can be seen that ‖ r1 ‖= κ−
√

κ2+9
3 < 0, and ‖ r2 ‖=

κ+
√

κ2+9
3 > 0. Thus, this cubic function decreases monoton-

ically between ‖ r1 ‖ and ‖ r2 ‖.

When ‖ r ‖= 0, we have:

‖ r ‖3 −κ ‖ r ‖2 −3 ‖ r ‖+κ = κ > 0 (23)

When ‖ r ‖= 1, we have:

‖ r ‖3 −κ ‖ r ‖2 −3 ‖ r ‖+κ = 1−3κ < 0 (24)

Therefore, there is one and only one real root between 0
and 1 for this cubic equation.
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