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Abstract This paper presents a GPU-based real-time raycasting algorithm for piecewise algebraic surfaces in

terms of tensor product B-splines. 3DDDA and depth peeling algorithms are employed to traverse the piecewise

surface patches along each ray. The intersection between the ray and the patch is reduced to the root-finding

problem of the univariate Bernstein polynomial. The polynomial is obtained via Chebyshev sampling points

interpolation. An iterative and unconditionally convergent algorithm called Bézier point insertion is proposed

to find the roots of the univariate polynomials. The Bézier point insertion is robust and suitable for the SIMD

architecture of GPU. Experimental results show that the proposed root-finding algorithm performs better than

other root-finding algorithms, such as Bézier clipping and B-spline knot insertion. Our rendering algorithm can

display thousands of piecewise algebraic patches of degrees 6–9 in real time and can achieve the semi-transparent

rendering interactively.

Keywords real-time rendering, algebraic B-spline surface, root finding, depth peeling
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1 Introduction

Because of its advantages on intersection, blending, offset, arbitrary topology, etc., the algebraic surface

is an important alternative to the parametric surface. The algebraic surfaces in terms of tensor product

B-spline, abbreviated as ABS in this paper, introduced by Patrikalakis and Kriezis [1] can model globally

smooth shapes of complex topologies. The coefficients of the ABS surface have intuitive geometry means

and can be used to adjust the surface shape, while those of the general algebraic surfaces have no such

property. Compared to the NURBS surfaces [2] and the piecewise algebraic surfaces defined in the Bézier

tetrahedrons, i.e. A-patches [3], the ABS surface is capable of modeling the globally smooth shapes with

arbitrary topologies without explicitly specifying smoothness constraints along the patch boundaries.

Compared to the subdivision surfaces, the ABS surface has analytical expression. Thus the related

geometric computations and shape interrogations can be performed straightforwardly. Patrikalakis and

Kriezis [1] also proposed two modeling methods for the ABS surfaces. The first one is to fit the lower

dimensional geometries by using least-squares approximation, and the second one is to manipulate the

existing ABS surfaces. Jüttler et al. [4], and Tong et al. [5] proposed different least-squares methods

∗Corresponding author (email: jqfeng@cad.zju.edu.cn)
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to fit given scattered data. However, the topics of modeling free-form shapes with the ABS surfaces go

beyond the scope of this paper.

Although the ABS surfaces have many potential advantages on shape modeling and shape interroga-

tion, their real-time and high quality display is still an open problem. This paper will address the problem

of real-time ray casting and semi-transparent rendering of the ABS surfaces. To exploit the SIMD archi-

tecture of GPU, 3DDDA and depth peeling algorithms are adopted to traverse the piecewise patches of

ABS surface efficiently. An iterative and efficient root finding algorithm is proposed, namely Bézier point

insertion, which performs better than the prevalent GPU-based root finding algorithms, such as Bézier

clipping [6], B-spline knot insertion [7], etc. Our approach fully leverages the tremendous computing

powers of contemporary GPU. Experimental results shows that the proposed method can high-quality

render the ABS surfaces of degrees 6–9 containing thousands of patches in real time.

2 Related work

Besides contouring method proposed by Patrikalakis et al. [1], there are also other methods to display the

ABS surfaces. Witkin et al. [8] adopted particles to sample and control the shape of implicit surfaces,

which include the ABS surface. The polygonization is the most prevalent visualization method for the

algebraic surfaces [9,10]. It fits the polygon rendering pipeline very well. However, these methods suffer

from sampling artifacts.

Ray casting or ray tracing can reveal the topological and geometric details of the algebraic surface

in pixel accuracy. Thus it is free of sampling artifacts under the condition of raster display resolution.

However, it contains huge amount of computational costs in general, especially in the computations of

the rays and surface intersections. Analytical solutions only exist for algebraic surfaces of degree 4 or

lower. Based on this observation, Loop et al. [11] proposed a real-time rendering algorithm for A-patch

surfaces up to degree 4 defined on the tetrahedron domains. However, it cannot guarantee correct α-

blending results for complex shape defined by a large number of piecewise A-patches. Furthermore, it

is prohibitively difficult to be extended to other domain cases, e.g. the rectangular domain of the ABS

surface.

Many numerical root finding methods are adopted to compute the ray and algebraic surface intersec-

tions. Hanrahan [12] proposed a ray tracing algebraic surface method by using the Descartes, rules of

signs for root isolation and the Newton’s method for root refinement. Kalra et al. [13] adopted Lipschitz

constant of the function and gradient to guarantee correct ray and implicit surface intersection. Inter-

val arithmetic can estimate a conservative convex hull of function over a given domain. By using this

property, Mitchell [14] isolated the roots by using repeated bisections till the interval contains a single

root.

All the methods above focused on the root-finding problem of univariate polynomials in terms of power

basis. Farouki et al. [15] proved that the polynomials in Bernstein form offer better numerical condition

and accuracy than their power basis counterparts. The subdivision method proposed by Lane et al.

[16] is the pioneering work that can solve the univariate Bernstein polynomials robustly. Bézier clipping

proposed by Nishita et al. [17] is based on the convex hull property of Bézier curve and surface, and it

is applied to ray tracing trimmed parametric surfaces. Spencer further explored the intuitive geometric

properties of the Bernstein polynomial and proposed more efficient root finding algorithms [18]. Other

variants and extensions of Bézier clipping algorithm [19–21] exploited different levels of convex hulls of

the Bézier curves.

Recently, with the rapid development of performance and emergence of flexible programming languages,

GPU becomes an attractive platform for scientific computing. Many GPU-based approaches are proposed

to address the interactive ray tracing of algebraic surfaces. Pabst et al. [22] and Kanamori et al. [6]

proposed iterative versions of Bézier clipping with fixed size stacks on GPU. Knoll et al. [23] proposed

an iterative interval bisection root finding algorithm by using the SSE instruction-level optimization and

coherently traversal methods. They extended their work to modern graphics hardware GPU by simulating

the stack traversals [24]. Both the Bézier clipping and the interval arithmetic algorithms suffer from their
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Figure 1 An ABS surface and its “control coefficients” on their abscissa positions. Light grey points inside the shape

and dark grey points outside the shape indicate negative and positive coefficients respectively.

branching and irregular memory access and lead to poor efficiency on GPU. Reimers and Seland [7]

transformed an implicit surface to its frustum form via the polynomial interpolation, and adopted the

iterative B-spline knot insertion algorithm [25] for root finding. The algorithm is tailored for the SIMD

architecture of GPU. However, they only process single algebraic surface, rather than piecewise ones.

Recently, Wei and Feng propose a fast raycasting algorithm for the piecewise ABS surfaces [26], which

combines the marching cube and the Newton-Raphson method. However its robustness greatly suffers

from the ill-conditioned initial values.

3 Preliminary and algorithm overview

3.1 Algebraic B-spline surface

Before describing the proposed algorithm in detail, we first introduce the definition of algebraic B-spline

surface. Let X = [x0, x1, . . . , xM+m+1], Y = [y0, y1, . . . , yN+n+1] and Z = [z0, z1, . . . , zQ+q+1] be three

knot vectors in x, y and z directions respectively. An algebraic tensor product B-spline surface is defined

as

FABS(x, y, z) =

M
∑

i=0

N
∑

j=0

Q
∑

k=0

wijkN
m
i (x)Nn

j (y)N
q
k (z) = 0, (1)

where Nm
i (x), Nn

j (y) and N q
k (z) are the B-spline basis functions of degrees m, n and q, determined by

the knot vectors X, Y and Z respectively. The degree of the ABS surface is d = m+ n+ q. The scalars

{wijk} in Eq. (1), namely control coefficients, have the similar function to the control points of parametric

B-spline surface. An ABS surface example is illustrated in Figure 1.

In this paper, the degrees of ABS surfaces considered are no greater than 3×3×3, which is adequate to

model complex shapes of arbitrary topologies. The proposed rendering algorithm is implemented on GPU

with SIMD architecture. In general, a GPU has much more processor cores (ALUs) than a CPU. However,

each GPU core runs significantly slower than a CPU core and is not designed for solving complex problems.

It is suitable for simple, data or computation intensive operations. By using the knot insertion algorithm,

the ABS surface defined on [xi, xi+1]× [yj , yj+1]× [zk, zk+1] (m 6 i 6 M,n 6 j 6 N, q 6 k 6 Q, ) can be

converted into an algebraic patch in terms of tensor product Bernstein polynomials as follows:

F (x, y, z) =

m
∑

i=0

n
∑

j=0

q
∑

k=0

FijkB
m
i (u(x))Bn

j (v(y))B
q
k(w(z)) = 0, (2)

where

u(x) =
x− xi

xi+1 − xi

, v(y) =
y − yj

yj+1 − yj
, w(z) =

z − zk
zk+1 − zk

,
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Figure 2 Flowchart of the proposed algorithm.

and Bm
i (u), Bn

j (v) and Bq
k(w) are the Bernstein basis functions of degree m, n and q respectively.

Thus, we can compute the intersection between the ray and the ABS surface patch by patch. And

the coefficients of F (x, y, z) can be load into on-die memory and shared by neighbor threads, which is

very efficient on GPU. When the control coefficients of F (x, y, z) have the same sign, i.e., all positive

or negative, the algebraic patch defined by Eq. (2) will be null according to the convex hull property of

Bernstein polynomials. This observation will help us to reject null algebraic patches quickly.

3.2 Algorithm overview

The flowchart of the proposed algorithm is shown in Figure 2. In the algorithm, the input ABS surface is

first converted into piecewise algebraic patches in terms of Bernstein polynomials, whose domains form a

3D rectangular grid. For each ray, the 3DDDA algorithm is employed to traverse the rectangular domains

and obtain a queue of patch indices. Then the depth peeling algorithm is adopted to process the queues

in parallel. By using the functional composition via polynomial interpolation in Subsection 4.2, the ray

and the patch intersection is reduced to a root finding problem of an univariate Bernstein polynomial. An

iterative and unconditionally convergent root finding algorithm, namely Bézier point insertion (abbrevi-

ated as BPI in this paper), is proposed in Subsection 4.3. Finally the shading computation is performed

after the smallest root is found. To render the semi-transparent effect, which is helpful to reveal the

complex topology of the ABS surface, the queue of patch indices should be traversed in a back-to-front

order so that all the zeros of the univariate polynomial are evaluated.

4 Real-time raycasting ABS surfaces via Bézier point insertion

4.1 Ray traversal

Unlike its parametric counterpart, the domains of the piecewise algebraic patches in Eq. (2) have the
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Figure 3 A ray traverses the rectangular domains of the algebraic patches. A queue of patch indices is obtained for the

ray.

regular spatial structure, i.e., a 3D rectangular grids. As a preprocessing step of root finding, it is naturally

to check whether the ray intersects the rectangular domains or not. The task can be accomplished

efficiently via the 3DDDA algorithm [27], which is illustrated in Figure 3. By clipping the domains

against the near and far clipping planes and skipping the domains that contain no surface via sign

check of the control coefficients, a queue of patch indices is obtained, with which the ray may intersect

potentially. In general, the queue will be traversed in the front-to-back order to compute the first hit

point. To render the semi-transparent surface, the queue should be traversed in the back-to-front order

to compute all of the intersections.

Loop and Blinn computed the intersections analytically between a ray and an A-patch of degree [11].

They projected the tetrahedral domain onto the screen space to determine the extent of the A-patch,

then scan convert the projection of the domain, finally compute the first hit point for each pixel. For

overlapped A-patches, they employ z-buffer approach to find the first hit point. Their algorithm is not

applicable to the algebraic patch in terms of tensor product Bernstein polynomials since the projection of

the rectangular domain on the screen space is much more complex. Therefore we adopt the depth peeling

algorithm to traverse the queues in parallel [28,29]. In general, the depth peeling is terminated if the first

hit point is found or there are no patch index left in the queue. In the case of rendering semi-transparent

surface, the whole queue should be traversed in the back-to-front order.

4.2 Function composition

There are several methods to compute ray and surface intersections. They are two planar curves inter-

section method [30], Bernstein pyramidal polynomials method [31], ray marching and sampling method

[23,24,32], functional composition method [7,11,33], etc. The functional composition method converts

the ray and the algebraic surface intersection into a root finding problem of univariate polynomial. It

is universal and the resulting univariate polynomial can be solved by many numerical algorithms. The

functional composition between the ray and the metaball has analytical expression due to its simplicity

and low degree [33]. In the methods [7,11], the algebraic patch defined in the world coordinate system

is first transformed into the view coordinate system. Thus the functional composition between the ray

and the algebraic patch can be evaluated directly by substituting x and y coordinate values into the

transformed algebraic function. However it is not applicable to the ABS surface since the ABS surface

may contain thousands of piecewise algebraic patches in terms of Bernstein polynomials.

In our setting, the functional composition is performed in the world coordinate system directly. Ac-

cording to the theory of Bernstein polynomials [34], the functional composition between the ray and the

ABS surface function FABS(x, y, z) in Eq. (1) is an univariate piecewise polynomial in terms of B-splines,

which contains large numbers of knots and control coefficients. It is impractical to solve the B-spline

polynomial in GPU since GPU has limited registers and local memory resources in general. Alternatively,

we perform the functional composition between the ray and the algebraic patch in terms of Bernstein
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polynomials F (x, y, z) in Eq. (2) as follows:

{

F (x, y, z) = 0,

R(t) = (x(t), y(t), z(t)) = (1− t)Rin + tRout,
(3)

where R(t) is the parametric equation of the view ray, Rin and Rout are two intersection points between

the ray R(t) and the rectangular domain of the algebraic patch, and t ∈ [0, 1]. By substituting each

component of R(t) into F (x, y, z), an univariate Bernstein polynomial of degree d = m + n + q can be

obtained as follows:

f(t) = F (x(t), y(t), z(t)) =

d
∑

i=0

fiB
d
i (t) = 0. (4)

There are mainly three methods to compute the coefficients {fi}
d
i=0: generalized de Casteljau method,

optimal method and polynomial interpolation method. Feng et al. [35] compared three methods in detail

and concluded that the polynomial interpolation method has advantages on computational cost, coding

efficiency, and storage cost. Furthermore its numerical stability is good enough for rendering the algebraic

patches of degrees no more than 3× 3× 3. Rather than sampling d+ 1 points of f(t) in [0, 1] uniformly,

d+ 1 Chebyshev points {ci}
d
i=0 are adopted to reconstruct the polynomial f(t) as follows:

ci =
1

2

[

1− cos
( i + 1/2

d+ 1
π

)]

.

Then the coefficients {fi}
d
i=0 can be obtained via a multiplication between an (d+1)×(d+1) interpolation

matrix I and a d+ 1 vector f composed of function value of the Chebyshev sampling points, where the

I and f are defined as
{

I = {Iij}
d
i,j=0 = {Bd

j (ci)}
−1,

f = {f(ci)}
d
i=0.

Since the Chebyshev points are fixed for a polynomial of given degree, the interpolation matrix I can

be pre-computed and saved. Compared with the uniformly sampling approach, the Chebyshev sampling

approach offers better numerical condition. According to our experiments, the conditional number of

Chebyshev interpolation matrix I grows as an exponential function of degree whose base is 2, while the

base of uniformly sampling approach is about 2.3.

4.3 Root finding algorithm

After the functional composition in Subsection 4.2, computing the ray and the algebraic patch intersection

is reduced to a root finding problem of the univariate Bernstein polynomial of degree d = m + n + q,

which equals to the degree of the ABS surface. If d > 4, there is no analytic solution. In our setting, the

univariate Bernstein polynomial is solved numerically on GPU in parallel.

A detailed survey on root finding methods of univariate polynomials in geometric computing and

computer graphics was given by authors [36]. Inspired by the iterative knot insertion approach for B-

spline functions [25] and the recursive subdivision-based approach for Bernstein polynomials [37], a novel

BPI root finding method is proposed. The BPI method is iterative rather than recursive. Thus it is

suitable to be implemented in parallel and it can fully exploit the parallelism of contemporary GPU.

For the univariate Bernstein polynomial f(t) as in Eq. (4), its image (t, f(t)) is a planar Bézier curve

of degree d, whose control points are {(i/d, fi)}
d
i=0. For simplicity, f(t) also indicates its corresponding

Bézier curve in our paper. The coefficients are normalized with a scale factor that is merely the reciprocal

of the largest modulus of the coefficients in order to avoid floating-point overflow and underflow. The

BPI method first subdivides f(t) into a left sub-curve and a right sub-curve at the first zero t0 of its

control polygon via de Casteljau algorithm. Then the two sub-curves are checked sequentially from left

to right whether their control coefficients change signs. If there is no sign change for the left sub-curve,

we can purge it away safely. And if this happens to the right sub-curve also, we can determine that the

polynomial has no root. Otherwise, the sub-curve is subdivided at t1, i.e., the first zero of the control
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Figure 4 An example of implementing Bézier point insertion root finding algorithm. (a) The original polynomial; (b)–(d)

the 1st, 2nd and 3rd Bézier point insertion results and the errors of the root. After 6 subdivision, the error of the root is less

than 1.0× 10−6, which meets the prescribed accuracy requirement. ti = 0.133333, 0.942917, 0.932836, 0.932724, 0.932513,

0.932518, error |ti − t| = 7.99e−1, 1.04e−2, 3.19e−4, 2.07e−4, 0.40e−5, 1.00e−6. The {t2}6i=1 and {||t − ti||}
6
i=1 give six

iteration results and their numerical errors.

polygon of the sub-curve, and obtain two new sub-curves. Repeatedly performing above procedures, the

sequence of inserted points {tk} will converge to the first zero of f(t). The detailed BPI algorithm for the

smallest root is described in Algorithm 1. An implementation example of the BPI algorithm is shown in

Figure 4.

The BPI method can be regarded as an extension of knot insertion method [25] for the B-spline

polynomial, where a d multiple knot is inserted one time. As stated in [25], the knot insertion method

unconditionally and quadratically converges to a single root, while it does not require any initial guesses.

Thus the proposed BPI method also quadratically and unconditionally converges to a single root. The

BPI method only requires memory allocations for the coefficients of two sub-curves, which can also be

reused in each insertion step. However, the knot insertion method requires keeping both the knot vector

and the control coefficients of the B-Spline polynomial. Thus it consumes more memory than the BPI

method [25]. Since a GPU contains very limited on-die caches and registers, the BPI method is suit for

the GPU implementation. The results of the Section 6 validate that the BPI method is more efficient

than the knot insertion method.

There are three ways to compute all the roots of f(t). The first one is deflation approach. After the first

root is found via the BPI method, the deflation is performed to reduce the degree of f(t). The deflation

method is perfect in theory. However it is very sensitive to the numerical error of the root. Repeatedly

performing the deflations will accumulate the numerical errors rapidly [18]. Finally, the evaluated root

will lose its numerical accuracy. The second one is to compute all roots in parallel by inserting Bézier

points at all the zeros of the control polygon in each step. Due to the complexity of parallel programming

and much more storage costs, designing an efficient parallel algorithm for all roots is difficult. We adopt

the third way, i.e., computing all roots sequentially in the increasing order via the BPI method. When

the smallest zero is computed, f(t) is subdivided at this point. The the right sub-curve is adopted to

compute the next smallest zero, and so on. The algorithm of computing all roots via the BPI method is

described in Algorithm 2.

4.4 Shading and anti-aliasing

After the first hit point is obtained, the normal at the hit point should be evaluated for the shading

computation. There are three methods to compute the normal. They are analytical method, difference

method and fitting method.
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Algorithm 1 Bézier point insertion (BPI).

1: Input: A Bernstein polynomial f(t) =
∑d

i=0 fiB
d
i (t) on [0, 1]; τ is tolerance of zero function value; ǫ is tolerance

of converged interval size;

2: if ‖f0‖ < τ , Output: 0; {If left end of f(t) passes zero, then t = 0 is the first root.}

3: Initialize: fc
i ← f l

i ← fi, f
r
i ← 1, for i = 0, 1, . . . , d; f∗ ← fc; tcur ← told ← 1; tact ← 0, dt← 1; {fc(t) =

∑d
i=0

fc
i B

d
i (t) is the currently processed sub-curve, f l(t), fr(t) are the left and right sub-curve respectively. f∗ is a

pointer to one of them. tcur, told are current and previous zeros of control polygons of sub-curves respectively; tact

is the zero with regards to [0, 1]; dt is the interval size of currently processed sub-curve.}

4: while ‖fr
0 ‖ > τ do

5: Find the smallest k such that f l
k
f l
k+1 < 0;

6: if all the coefficients of f l have the same sign then

7: Find the smallest k such that fr
k
fr
k+1 < 0;

8: if all the coefficients of fr have the same sign. Output: −1;//no root.

else

9: f∗ ← fr; flag ← right; fc
i ← fr

i ;//purge away left sub-curve.

end if

10: else

11: f∗ ← fc; flag ← left;

12: end if

13: if
f∗

k

d(f∗

k
−f∗

k+1
)
< ǫ, then tcur ←

k
d
+ ǫ;

14: if flag == left then

15: tcur ← tcur ∗ told;

16: else

17: tact ← tact + dt ∗ told; dt← dt ∗ (1− told);

18: end if

19: Subdivide f∗ at tcur via de Casteljua algorithm, generate new sub-curves f l(t) and fr(t);

20: told ← tcur;

21: end while

22: Output: tact + dt ∗ told.

The normal of the algebraic patch in Eq. (2) is the gradient function ∇F (P ) = (Fx(P ), Fy(P ), Fz(P )).

All three derivatives are also in terms of Bernstein polynomials and their degrees are d−1. To compute the

∇F (P ) in GPU efficiently, the coefficients of Fx(P ), Fy(P ) and Fz(P ) should be loaded into shared mem-

ories and additional evaluation routines should be written for three components. The difference method is

to approximate the normal by the difference formulae (F (x+ ǫ, y, z)/ǫ, F (x, y + ǫ, z)/ǫ, F (x, y, z + ǫ)/ǫ)

with a proper scalar ǫ. The computational cost of the difference approach is almost same with that of

the analytical approach, which requires 3 function evaluations of F (P ). However the difference approach

is more efficient for reusing GPU codes. In the fitting approach, a plane is computed to fit the hit point

and its neighbor pixels. The normal of the fitting plane is adopted as the approximate normal. The

three normal computation approaches can produce the similar shading effects. The fitting approach is

the most efficient one since there is no additional function evaluations of F (P ). However it is not worked

in the semi-transparent rendering case since there is no neighboring pixel information available in each

step of depth peeling. Thus the fitting approach is adopted in our setting. For the semi-transparent effect

rendering, the difference solution approach is adopted alternatively. An example of comparison among

shading effects by using three normal computation methods are shown in Figure5.

The shaded pixels on the silhouette and boundary of the algebraic patch tend to suffer from the

sampling artifact in general. To alleviate it, anti-aliasing computations should be performed for these

pixels. In our implementation, a 4×4 rotated grid super-sampling (RGSS) approach is adopted [38] since

it can avoid samples aligning on the horizontal or vertical axis and greatly improve anti-aliasing quality

for the most commonly encountered cases. An illustration of RGSS is shown in the bottom right corner

in Figure 6. To facilitate the RGSS, the pixels on the silhouette and boundary should be detected and

gathered first.
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Figure 5 (Color online) Comparison among shading effects by using three different normal computation methods. The
left figure is the shading result by using accurate normal. The middle and right figures show the shading results and
brightness errors of in the HSV color space by using the difference method and the fitting method respectively. The errors
of hue and saturation are less than 1.0e–3. They are omitted.

RGss
Samping

Figure 6 (Color online) Anti-aliasing rendering of silhouette. The small figure at bottom right corner shows 4× 4 RGSS

kernel.

Algorithm 2 BPI method to find all roots.

1: Input: f(t), τ , and ǫ as in Algorithm 1.

2: Output: Nr the root number of f(t), [Ri]
d
i=0 the root array.

3: if ‖fd‖ < τ , then rEndInter=true;

4: fc
i ← fi, for i = 0, 1, . . . , d;//reuse the fc(t) in Algorithm 1;

5: repeat

6: t = BPI(fc(t), τ, ǫ);

if t > 0&& t 6 1− ǫ then RNr++ = t; t+ = ǫ;

else break;

endif

7: Subdivide f(t) at t via de Casteljua algorithm, choose the right sub-curves as new fc(t);

8: until t > 1

9: if rEndInter==true;, then RNr++ = 1;

In theory, the silhouette is defined as the intersection between a surface and its polar surface with

respect to the viewpoint [31]. For a given horizontally or vertically scan plane, the silhouette points are

defined as the roots of the following non-linear system:














F (x, y, z) = 0,

P (x, y, z, w) = xeFx + yeFy + zeFz + weFw = 0,

akx+ bky + ckz + dk = 0, k = h or v,

(5)
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Figure 7 The left figure shows the depth color-map of the opaque algebraic patch. The middle one shows the semi-

transparent case, where each ray traverses in a back-to-front order. The right one shows the pixel number distribution in

each depth peeling step for the resolution 1024 × 768 pixel.

where P (x, y, z, w) is the polar surface, E(xe, ye, ze, we) is the homogeneous coordinates of the viewpoint.

The third linear equation is either horizontally or vertically scan plane. The system (5) can be solved via

quadratically convergent Newton-Raphson method if the well-defined initial guesses are given. Unfortu-

nately, it is non-trivial to provide a good initial guess due to the complex configurations of the surface.

Furthermore, the system is ill-conditioned near the singular or self-intersection points. Thus it is not a

feasible solution to detect the silhouette points via numerically solving the system (5).

Here an alternative silhouette point detection method is proposed. In the depth channel of primary

rendering image, the depth gradient norm at the silhouette, singular or self-intersection point is much

greater than those of the regular points on the surface. Thus the silhouette pixels in the screen space

can be detected via central second order difference of depth values. If the difference is greater than a

threshold, the pixel is regarded as a potential silhouette pixel. Of course, it may also be singular point

pixel or self-intersection point pixel. Anyway, it is a conservative but a feasible solution. The pixels on

the patch boundaries can be determined straightforwardly.

After all the pixels to be anti-aliased are gathered, each of them is subdivided into 4 × 4 sub-pixels,

and we select 4 sub-pixels of them as shown in Figure 6. Another rendering pass for these sub-pixels is

performed, which has the same flowchart as in Figure 2. An example of anti-aliasing rendering effect is

shown in Figure 6.

5 GPU implementations in CUDA

The proposed algorithm is implemented in NVIDIA CUDA. CUDA provides a C language interface

for general-purpose programming on the NVIDIA GPU. Due to its efficient scatter-gather mechanism,

CUDA exposes many important parallel computing capabilities of the NVIDIA GPU so as to facilitate

data-parallel computations, such as scan, reduce and sort, etc. All the operations have been released in

CUDPP [39].

Figure 7 shows the depth layer distributions of the opaque and semi-transparent surfaces in depth

peeling. There are total 15 and 21 layers of patches for the opaque and semi-transparent renderings. In

the naive solution, a pixel will correspond to a thread in each peeling step. With the increase of peeled

depth, the pixel number will decrease accordingly. Thus many GPU cores will be on idle. To fully explore

the parallel capability of GPU, the “Compact” operation should be employed to reduce the pixel number

in each peeling step. Besides it, the “Compact” operation can also cull the empty queues in the 1st step

in Figure 2 and RGSS anti-aliasing. The “Compact” operation is accomplished by using the parallel

prefix sum (Scan) operation in the CUDPP.

It is obviously that we need process different numbers of pixels in each peeling step, which belong to

different patches, as shown in Figure 7. The situation is very different from those of the general algebraic

surfaces rendering algorithms in [7,32]. In their settings, only one algebraic surface is considered. Thus

the routines, such as function evaluation, functional composition, etc., can share the algebraic surface
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Figure 8 Morphing between three ABS surfaces of degree 6, where the 1st, 4th and 6th ones are key surfaces. The

morphing is generated by interpolating the control coefficients of the key surfaces on the fly. It can achieve around 50–60

fps with 512× 512 resolution.

data in the GPU. The approach cannot be extended trivially for rendering the ABS surface with many

patches. To compute the intersection between a ray and an algebraic patch of degree 3 × 3 × 3, 43

coefficients should be loaded into the on-die memory at least. If all pixels were processed in parallel

trivially, i.e., each pixel will load 43 coefficients, it would cause heavy burden for the bandwidth and

register memory of GPU. The more registers per thread allocated, the less threads worked in parallel

are available. Furthermore, the simultaneous memory access of adjacent pixels may not be coalesced

into a single memory transaction, which will lead to performance penalty. To address these problems,

a patch-index based clustering scheme is proposed for each peeled depth, which is adopted in the 3rd

step in Figure 2. Firstly, each pixel is associated with a patch index in the 3DDDA traversal. Then the

pixels are sorted and clustered according to their associated patch indices. These clusters are launched in

blocks. In this way, the threads in each block can share the same patch data, which can be loaded into the

on-chip shared memory. This scheme provides very efficient memory access as fast as those of registers.

Meanwhile the registers are saved greatly and could be applied to deeper parallelism. Therefore, the

“sorting” operation is a key step in our GPU implementation, which is accomplished via the radix sort

routine provided by CUDPP [39].

6 Results and comparison

The algorithm has been implemented on a PC with an Intel Core2 Q9550 2.83 GHz CPU, 4 GB Memory

and an NVIDIA GeForce GTX 280 GPU. The rendering resolution of all examples is 512 × 512. The

corresponding ABS surfaces almost fill the screen. Since the algebraic surface is capable of processing

dynamic topology, an example of topological morphing between three key ABS surfaces is given in Figure

8, where the key ABS surfaces have different topologies. Since the proposed algorithm is purely on-the-fly,

it can be applied to render dynamic ABS surfaces and explore their topological changes.

There are five algorithms, which are closely related to real-time rendering piecewise algebraic surface.

They are analytical approach [11], Bézier clipping approach [6], B-spline knot insertion approach [7],

interval arithmetic approach [24] and ray marching approach [32].

The analytical approach is designed for rendering the piecewise algebraic patches whose degrees are

not greater than 4 and whose domains are tetrahedrons. Z-sorting algorithm is adopted to determined

the first hit point [11]. Of course, the analytical root finding algorithm can be replaced by a numerical

algorithm so that the approach can be extended to render the piecewise algebraic patches of degrees

greater than 4. To render the ABS surface, the functional composition and the BPI root finding should

be incorporated into the original analytical approach. However z-sorting algorithm need to compute all

the hit points. Thus all the univariate polynomials along each view ray will be stored for the potential

root finding, which is very storage consuming. For the example in Figure 7, almost 75% of the univariate

polynomials have no root. To render the ABS surface with 720P resolution, it will exhaust all of 1GB

memory of GTX280! Thus the scalability of the modified algorithm is limited. On the other hand, our

depth peeling approach always reuse small amount of memory in each peeling step, which is very memory

efficient.
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Due to the limited precision of floating point in GPU, the numerical instability will occur for the interval

arithmetic when a lot of MAD (multiplication and addition) operations are consumed to evaluate the

tri-variate tensor product Bernstein polynomials. Furthermore, the small but necessary interval tolerance

in the root finding algorithm may cause numerical artifacts. Thus the interval arithmetic approach [24]

is not applicable to the ABS surface rendering. The adaptive marching points method proposed by Singh

and Narayanan [32] isolate the root via rule of signs and approximate the root via bisection. However

rule of signs is not a robust root isolation method. The bisection method can approximate first hit

point efficiently, however it cannot determine the non-intersection case efficiently. The latter one is very

common when a ray traverses a piecewise ABS surface. Furthermore the threshold estimation for each

step is not a trivial work for the piecewise algebraic patches, since they are patch-dependent. Thus we

did not implement the method for the ABS surface.

Comparisons between the BPI algorithm and the other root finding algorithms on CPU, such as

RPoly, Laguerre’s method, Bézier clipping, B-spline knot insertion, high degree clipping, GeoClip etc.

can refer to the survey [36]. Among these methods, the Bézier clipping and the B-spline knot insertion

algorithms are implemented and compared with our approach on GPU [6,7]. The original B-spline knot

insertion approach is designed for a single algebraic patch [7]. Thus it contains a lot of pre-computations

and transformations on CPU, which is infeasible for the ABS surface case. As the comparison, our

implementation of the B-spline knot insertion approach is almost same with our proposed algorithm

except for the root finding part, which is replaced as the B-spline knot insertion algorithm.

The method in [26] is 2–4 times faster than the method in this paper since it adopted different root-

finding technique. However, the proposed method in this paper has three main advantages as follows,

which is designed to solve the problems in [26]. The BPI method is more robust than the Newton-

Raphson method, because the robustness of the Newton-Raphson method greatly depends on its initial

guess of the first step. In many ill-conditioned cases, the Newton-Raphson method cannot guarantee

the convergence of iterations. In contrast, the unconditioned convergence of the BPI method is proved

in [25]. The method in [26] cannot display the ABS surfaces with semi-transparent effect, which is useful

to reveal the complex topology of the ABS surfaces. We can adopt the proposed algorithm to find all the

roots along one ray by the BPI method and depth peeling. The ABS surface is a kind of piecewise surface

modeling approach, and the algorithm in [26] need extra strategies to process the boundaries between two

adjacent patches, the silhouettes and the regions near silhouettes respectively. In this paper, we traverse

the ABS surface patch by patch. Thus these additional steps are unnecessary.

We construct some globally C1 and C2 smooth ABS surfaces of degrees 6–9, as shown in Figure 9.

The modeling approach of these examples goes beyond the scope of the paper and is omitted here. The

termination criteria for the root-finding of Algorithm 1 is that |f(t)| < τ(= 1.0e–6) for single precision

floating-point arithmetic on GPU. The degrees, knot information, numbers of patches of the ABS surfaces,

the fps (frames per second) comparison statistics among the Bézier clipping approach [6], the B-spline

knots insertion approach [7], our approach for opaque and semi-transparent surface rendering, are given

in Table 1 in details. We can draw from the statistics that the proposed algorithm is faster than the

other two algorithms. The speedups are 10%–35% and 4%–20% respectively, and the speedup decreases

with the increase of depth complexity.

7 Conclusions and future work

In this paper, we present a GPU-based real-time ABS surface rendering algorithm by employing ray

traversal, functional composition, and a novel root-finding algorithm—Bézier point insertion. The ex-

perimental results show that our algorithm is capable of ray casting the ABS surfaces of degrees 6-9

containing thousands of patches in real time, and the proposed root-finding algorithm is suitable for

SIMD architecture of GPU and is superior to the Bézier clipping algorithm and the B-spline point inser-

tion algorithm.

However, we can draw that the semi-transparent rendering is still slow, which is useful to exploit the

complex topology of the algebraic surface. Another problem is how to efficiently determine whether an
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Figure 9 (Color online) The ABS surface examples.

Table 1 The statistics for the ABS surfaces in Figure 9. BC, BKI, BPI, BPI-α indicates the Bézier clipping approach,

the B-spline knot insertion approach, our approach, our approach for semi-transparent rendering respectively. The runtime

statistics are fps

ABS Degree Knot segments Patches BC BKI BPI BPI-α

9(a) 2× 2× 2 10× 10 × 10 448 9.17 9.78 10.21 4.35

9(c) 2× 2× 2 8× 8× 8 376 9.58 10.63 11.39 5.98

9(e) 2× 2× 2 17× 17 × 17 1636 7.18 7.82 8.34 3.92

9(f) 3× 3× 3 4× 18× 18 1296 12.45 12.93 14.53 9.12

9(g) 2× 2× 3 1× 1× 1 1 16.92 17.72 20.03 14.83

9(h) 2× 2× 2 25× 17 × 17 1020 15.27 15.98 17.85 10.44

9(i) 2× 2× 2 23× 19 × 19 1063 15.28 16.20 18.10 10.46

9(j) 2× 2× 2 37× 38 × 38 3622 9.53 10.17 11.09 6.40

9(k) 2× 2× 2 17× 18 × 18 1083 13.79 14.33 16.11 9.87

9(l) 3× 3× 3 1× 2× 2 2 12.58 14.57 17.39 10.29

algebraic patch F (x, y, z) = 0 in Eq. (2) is null. In our setting, it is accomplished via sign check, which

is too conservative. In future, we are looking forward to seeking more efficient algorithms to purge away

no-root region before functional composition.
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