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Abstract Owing to their efficiency for conveying percep-
tual information of the underlying shape and their pleasing
perceiving in visual aesthetics experience, line drawings are
now becoming a widely used technique for illustrating 3D
shapes. Using a center-surrounding bilateral filter operator
on Gaussian-weighted average of local projection height be-
tween mesh vertices and their neighbors, a new perceptual-
saliency measure which can depict surface salient features,
is proposed in this paper. Due to the definition of perceptual-
saliency measure, our perceptual-saliency extremum lines
can be considered as the ridge-valley lines of perceptual-
saliency measure along the principal curvature directions
on triangular meshes. The experimental results demonstrate
that these extremum lines effectively capture and depict 3D
shape information visually, especially for archaeological ar-
tifacts.

Keywords Non-photorealistic rendering · Shape
illustration · Perceptual-saliency measure · Extremum
lines · Triangular mesh

1 Introduction

In the literature of non-photorealistic rendering and smart
graphics, line drawings are now becoming prevalent as a
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shape illustration technique. The prevalence of this tech-
nique depends on its internal inevitability. On the one hand,
comparing with other shape illustration techniques, line
drawings can convey meaningful information of 3D shape
in a relatively succinct manner by ignoring less important
details [8, 26]. It has been proven to be an effective and
commonly-used way to achieve the abstractive nature of
various artistic styles. On the other hand, comparing with
the commonly-used photorealistic synthesis techniques, line
drawings are also proved to be both more effective in com-
munication and more pleasing in visual experience [3, 26].
Thus, the research of automatic algorithms for line drawings
is flourishing in the recent computer graphics literature.

Line drawing styles can be found in many applications,
including non-photorealistic rendering [28], technical illus-
tration [8], shape simplification [24], shape segmentation
[29], and the recovery of archaeological design [20]. In gen-
eral, these drawings can depict shape information more effi-
ciently and precisely than other ways, with abundant details
like photographs, because of their portable representation
size, efficient synthesis and resolution-independent manner.

Cole et al. [3] indicate that people can interpret certain
shapes almost as well from a line drawing as from a shaded
image, and that line drawing techniques in current computer
graphics can effectively depict shape and even match the
effectiveness of artists’ drawings. However, as recent re-
searches point out, none of the current feature techniques
can capture all relevant features, such as perceptual-saliency
edges, weak edges, highly curved edges, etc. [2, 12].

To convey 3D shapes efficiently, the extraction of per-
ceptually salient information is important [18, 27, 32]. To
define perceptually salient information quantitatively which
is consilient with geometric features on the surface, a new
type of view-independent feature lines are presented in this
paper, which are called perceptual-saliency extremum lines.
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They are the loci of extremum points of function that de-
scribes the perceptual-saliency along the principal curvature
directions on the underlying 3D shape. The experimental re-
sults demonstrate that these extremum lines can effectively
and comprehensively capture the visual information for 3D
shapes, especially for illustrating archaeological artifacts.

Our main contributions can be summarized as follows:

– A new perceptual-saliency measure is defined, whose ex-
tremum lines can capture the visually important regions
on the underlying triangular meshes and are consilient
with the low-level human visual attention for the underly-
ing 3D models;

– A unified computing framework for extracting the ex-
tremum lines of surface field is proposed, which is consid-
ered as the ridge-valley lines along the principal curvature
directions on triangular meshes;

– Compared with the common ridges and valleys based on
the purely geometric curvature map, our extremum lines
of the perceptual-saliency map can capture the visually
salient shape features and yield visually pleasing results.

The paper is organized as follows. Some related works
for generating different types of feature lines are reviewed
in Sect. 2. Section 3 gives the definition of perceptual-
saliency measure on triangle meshes and the motivation for
extracting the perceptual-saliency extremum lines. A uni-
fied framework of extremum lines extraction is described
in Sect. 4. Section 5 gives the algorithm for extracting
perceptual-saliency extremum lines. Experimental results
and discussions are given in Sect. 6. Finally, Sect. 7 con-
cludes the paper and gives some future research directions.

2 Related work

Since line drawings can illustrate the 3D shapes efficiently
and produce aesthetic appeal for a human, researchers
have proposed many algorithms for generating different
types of feature lines in non-photorealistic rendering [2,
3, 26]. These algorithms can be categorized according
to whether they depend on user’s viewpoint, i.e., view-
dependent line approaches and view-independent line ap-
proaches.

2.1 View-dependent line approaches

As a means of conveying a 3D shape, the view-dependent
lines on the surface depend not only on the differentials of
the underlying surface, but also on the user’s viewing di-
rection. It means that the lines will be varied whenever the
virtual camera changes its position or orientation.

The traditional silhouette lines are the loci of points
at which the object normal is perpendicular to the view-
ing direction. Koenderink [14] first establishes the rela-
tionship between the apparent curvature of the contour in

the image and the Gaussian curvature of the correspond-
ing point on the surface. Gooch et al. [8] propose a non-
photorealistic rendering algorithm to draw silhouettes for
shading models, and also introduce an interactive techni-
cal illustration system for 3D mesh models. Hertzmann and
Zorin [9] propose fast silhouette detection techniques for
line drawing rendering of smooth surfaces by dual surface
intersection, cusp and visibility detection, and smooth di-
rection fields computation. Kalnins et al. [13] try to main-
tain frame-to-frame temporal coherency of stylized silhou-
ettes by propagating line stroke parameterizations between
adjacent frames.

Suggestive contours are composed of those points at
which occluding contours appear with minimal change
at current viewpoint. They will become true contours at
“nearby” viewpoints [4]. A suggestive contour is precisely
defined as the loci of points on the surface at which
its radial curvature is zero, and the directional deriva-
tive of radial curvature along the view projection direc-
tion is positive. Furthermore, DeCarlo and Rusinkiewicz [6]
introduce the variation and stability of suggestive con-
tours on surfaces and propose interactive suggestive con-
tour extraction and rendering algorithms. Furthermore,
DeCarlo et al. [6] introduce two new object-space line de-
finitions, namely suggestive highlights and principal high-
lights, which are related to suggestive contours and geo-
metric creases. Apparent ridges, i.e., another object-space
line definition, are defined as the ridges of view-dependent
curvature [12]. They are the loci of points at which the
large view-dependent curvature assumes a local maxi-
mum along the principal view-dependent curvature direc-
tion.

Other view-dependent line approaches draw lines of ob-
ject in the projective image space by using image edge de-
tection algorithms. Saito and Takahashi [27] adopt 2D image
processing algorithms to draw discontinuities, edges, and
iso-parametric lines from 2D rendering images of 3D mod-
els. Inspired by the edge detection techniques in 2D images
processing, photic extremum lines [33] are adopted as the
line-drawing primitives, which are the set of points where
the variation of illumination in the gradient direction reaches
a local maximum. Zhang et al. [37] propose the Laplacian
lines in the image space that are the zero-crossing points of
the Laplacian of surface illumination. It is similar to the cor-
responding Laplacian-of-Gaussian edge detector in digital
image processing.

View-dependent curves look visually pleasing and hence
are suitable for non-photorealistic rendering applications.
However, the shapes of natural objects usually contain
bumps, dips, and undulations of varying geometry, and it
is not clear how these geometric features should be depicted
with view-dependent lines.
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2.2 View-independent line approaches

View-independent lines mean that the feature curves on the
object do not change with respect to the user’s viewing di-
rection. This type of feature curves can depict important
shape properties and can be applied to technical illustrations
such as archeology, architecture, medicine, etc.

Ridges and valleys, i.e., the lines on a surface along
which the surface bends sharply, are prominent shape de-
scriptors. Interrante et al. [10] use ridge and valley lines
as auxiliary means to enhance visualization of isosurfaces.
Ohtake et al. [23] estimate and fit principal curvatures and
their derivatives of 3D object using implicit function, then
extract ridge and valley lines from the fit implicit function.
They also adopt the curvature-based filtering to preserve
the most significant lines. Belyaev and Anoshkina [1] ex-
tract ridge and valley lines from noisy 3D range data, where
the estimated normals are de-noised via nonlinear diffusion
and Canny-like non-maximum suppression. Yoshizawa et al.
[34, 35] compute the crest lines on the mesh by using differ-
ential quantities defined on the mesh surface and its focal
surface. Pauly et al. [24] extract ridge and valley lines from
unstructured 3D point clouds by using a scale-space analy-
sis to find out the most important feature lines at multi-scale
spaces.

However, illustrating the object only by valleys (or
ridges) is often insufficient, since they do not always convey
its structure. Drawing both will overload the image with too
many lines. While portraying important object properties,
the aforementioned feature lines sometimes fail to capture
relevant features, such as weak edges, highly curved edges,
and noisy surfaces [17].

Other types of curves are parabolic curves, which parti-
tion the surface into hyperbolic and elliptic regions of pos-
itive and negative mean curvature [15]. They correspond
to the zeros of the Gaussian curvature and mean curva-
ture, respectively. Kolomenkin et al. [16] define a new class
of view-independent curves—demarcating curves. They are
the loci of points at which there is a zero crossing of the
normal curvature in the curvature gradient direction. A de-
marcating curve can be viewed as a separation between a
valley and a ridge.

Both the parabolic curves and the curves of zero-mean
curvature are isotropic operators and suffer from similar
flaws as isotropic edges in images (e.g., Laplacian), such as
poor behavior at corners and inexact edge localization. De-
marcating curves might be noisy when the curvature along
the edge varies. Our proposed perceptual-saliency extremum
lines in this paper will address these problems. However, as
mentioned in Cole et al. [2, 3], there is no specific curve that
can fit all applications.

3 Perceptual-saliency definition and motivation for
extremum lines extraction

3.1 Perceptual-saliency measure on triangle meshes

Inspired by image saliency map proposed by Itti et al. [11],
Lee et al. [18] introduce the concept of mesh saliency as a
measure of regional importance for triangle meshes in com-
puter graphics. However, in their approach the mesh saliency
is expressed by a scale-dependent manner using a center-
surrounding operator on the Gaussian-weighted mean cur-
vatures. It is a time-consumer operation to estimate the mesh
saliency. Liu et al. [19] proposed another mesh saliency
definition by using a center-surrounding filter operator on
Gaussian-weighted average of the mean curvature func-
tion and explored its application for extracting the salient
critical points of 3D mesh. In this paper, we propose a
perceptual-saliency measure, which is expressed as a center-
surrounding bilateral filter operator on Gaussian-weighted
average of local projection heights between vertex v and its
neighbors, that is,

PS(v)

=
∑

x∈Nk(v) Wc(‖v − x‖)Ws(|(v − x) · nv|)(v − x) · nv
∑

x∈Nk(v) Wc(‖v − x‖)Ws(|(v − x) · nv|)
where nv is the normal of vertex v, and Nk(v) is the
k-ring neighbors of vertex v. Unlike the global-based
smooth Morse function definition [19, 22], our perceptual-
saliency measure on a vertex v is a weighted average of
local projection heights of the neighborhood vertices (see
Fig. 1). The weight depends not only on the spatial dis-
tance ‖v − x‖, but also on the local projection height of
its neighbor x on the nv , i.e. f (x) = (v − x) · nv . The first
term Wc(·) is a closeness smoothing filter, and is defined
as the standard Gaussian filter with spatial parameter σc,

i.e. Wc(x) = exp(−x2

2σ 2
c
). The second term Ws(·) is the fea-

ture preserving weight function, and it is also defined as
the standard Gaussian filter with range parameter σs , i.e.

Ws(x) = exp(−x2

2σ 2
s
). In our implementation, the selections

of σc = 16.0, σs = 0.8 work well for our experimental re-
sults.

Figure 2(b) shows the traditional saliency map of brain
model via the Gaussian-weighted average of mean curva-
tures between vertices and their neighbors [19]. In general,

Fig. 1 Perceptual-saliency
measure defined by a weighted
average of local projection
heights of the neighborhood
vertices
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Fig. 2 The traditional saliency map (b) and our perceptual-saliency map of brain model via the different k-ring sizes of neighbors (c, d, e), in
which the spatial and range parameters are selected as σc = 16.0, σs = 0.8, respectively

Fig. 3 The zero-crossings of mean curvature map and perceptual-
saliency map of the stamped amphora handle model. (a) The
shaded view of the model; (b) and (c) mean curvature map and
the zero-crossing of mean curvature distribution of the model;

(d) the zero-crossing of perceptual-saliency distribution on the shaded
model; (e) and (f) perceptual-saliency map and the zero-crossing of
perceptual-saliency distribution of the model

the traditional saliency distribution is inadequate for assess-
ing visual saliency regions since it does not reflect the lo-
cal context fully. However, the proposed perceptual-saliency
measure can highlight efficiently the visually salient re-
gions of the underlying model (see Fig. 2(d)), such as the
longitudinal cerebral fissure and various sulci of human
brain.

Figure 2(c, d, e) shows the different perceptual-saliency
definitions via the different k-ring sizes of neighbors.
A small k cannot efficiently extract the visual saliency re-
gions. However, a large k means the smoothing effects un-
der saliency measure on the 3D mesh. It tends to miss fine
visually salient details and is time-consuming. In our imple-
mentation, the 3-ring neighbors for each vertex are adopted.
It is a good trade-off between computational efficiency and
perceptual saliency details.

3.2 Motivation for perceptual-saliency extremum lines
extraction

In the literature of mathematics, the extremum lines of a
field function defined on a surface manifold are the loci of
extremum points of the field function. They are correlative
with the zero-crossings of the surface field function [36].
Now, we consider the zero-crossings of mean curvature and
perceptual-saliency distribution on a triangle mesh, respec-
tively. The zero-mean curvature lines of a surface are com-
posed of those points at which the mean curvature vanishes.
They can divide the surface into regions of positive mean
curvature and negative one (see Fig. 3(c) and Fig. 4(c)).
But the positive and negative change of the mean curva-
ture will concentrate on the purely geometric feature of the
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Fig. 4 The zero-crossings of mean curvature map and perceptual-
saliency map of the Armadillo model. (a) The shaded view of the
model; (b) and (c) mean curvature map and the zero-crossing of mean
curvature distribution of the model; (d) the zero-crossing of perceptual-

saliency distribution on the shaded model; (e) and (f) perceptual-
saliency map and the zero-crossing of perceptual-saliency distribution
of the model

underlying model, which is redundant for shape illustra-
tion.

However, since the visual attention is considered rather
than purely geometric features, the perceptual salient feature
described by our perceptual-saliency measure will be more
suitable for shape illustration. The zero perceptual-saliency
lines can partition the surface into different visually impor-
tant regions (see Fig. 3(f) and Fig. 4(f)). The visual salient
feature lines of 3D model always locate at the regions with
extremal perceptual-saliency measure. Thus, the extraction
of perceptual-saliency extremum lines is important for 3D
shape illustration.

Figure 3(b, e) and Fig. 4(b, e) show the mean curva-

ture map and perceptual-saliency map for stamped amphora

handle model and Armadillo model, respectively. Com-

pared with the purely geometric curvature measure, our

perceptual-saliency measure can capture the visually im-

portant and interested regions on 3D models. The inter-

ested regions are consilient with the low-level human vi-

sual attention regions. As a result, the extremum lines of the

perceptual-saliency map always produce visually important

and pleasing results (see the brims of the Saddle model in

Fig. 5).



438 Y. Miao, J. Feng

Fig. 5 The extremum lines of the Saddle model. (a) The extremum
lines of mean curvature distribution for the Saddle model; (b) the ex-
tremum lines of perceptual-saliency distribution for the Saddle model.
Here, the red lines mean the ridge lines of the corresponding surface
fields, while the blue lines mean the valley lines of the corresponding
surface fields

4 Overview of extremum lines extraction

4.1 Mathematical definition for extremum lines

Given a 3D smooth oriented surface, we can define surface
differentials field and its perceptual-saliency field F(x). If
the surface is a triangle mesh, the field function F(x) can
then be represented as a piecewise linear function. Let kmax,
kmin be the maximal and minimal principal curvatures, and
tmax, tmin be the corresponding principal directions. From
the knowledge of differential geometry [7], the extremum
lines of surface field F(x) are the loci of extremum points of
the field F(x) along the principal curvature directions tmax

and tmin. More precisely, there are two types of extremum
lines, i.e. ridges and valleys. For simplicity, the ridges can
be defined as the zero-crossings of the directional derivative
of surface field F(x) along the tmax, i.e.,

DtmaxF = 0, �F < 0.

Similarly, the valleys are defined as the zero-crossings of the
directional derivative of surface field F(x) along the tmin,
i.e.,

DtminF = 0, �F > 0.

According to the definition of extremum lines, it is impor-
tant to calculate the direction derivatives with respect to a
particular tangent direction for the given surface field F(x),
which will be explained in the next section.

4.2 Calculating the directional derivatives along a given
direction

Given a smooth oriented surface S and a smooth function
F(x) : S → R, the direction derivative DvF(x) can be cal-
culated as DvF = 〈∇SF,v〉, where ∇SF is the gradient of
function F . In particular, the direction v can be decomposed

Fig. 6 The computation of directional derivatives along the given di-
rection. (a) The direction derivative computation in the case of the
given direction lies inside the triangle plane; (b) the direction deriv-
ative computation in the case of the given direction lies outside the
triangle plane

due to the orthogonal local frame at point p formed by the
w,w⊥, and surface normal n, i.e.

v = cosαw + cosβw⊥ + cosγ n

where the angles α,β, γ mean the direction angles between
the direction v and the corresponding local frame w,w⊥ and
n, respectively. Thus, the directional derivative can be ex-
pressed as

DvF(x) = 〈∇SF, cosαw + cosβw⊥ + cosγ n〉
= cosαDwF(x) + cosβDw⊥F(x) + cosγDnF(x).

According to differential geometry [7], the derivative
DnF = 〈∇SF,n〉 = 0. So, the directional derivative can be
simplified to

DvF(x) = cosαDwF(x) + cosβDw⊥F(x).

Within one triangle on a mesh, if direction −→vq is per-
pendicular to the w⊥, then cosβ = 0 and −→vq = cosα · w +
cosγ · n. The derivative D−→vqF = cosαDwF + cosγDnF =
cosαDwF . Thus, if we instead consider the derivative by
the finite difference, the direction derivative can be approxi-
mated as

DwF = D−→vqF

cosα
= F(q) − F(v)

‖−→vq‖ cosα
.

So, we can calculate the direction derivatives DwF(x)

along the tangent direction w as follows. For each vertex vi

on the triangular mesh, in the case the given direction lies
inside the triangle plane, we simply adopt the finite differ-
ence method to calculate the directional derivatives DwF(x)

approximately (see Fig. 6(a)). Otherwise, according to the
given tangent direction w at the vertex vi , we can con-
struct the normal plane Π , which can be defined by the nor-
mal vector and the tangent direction at this vertex. Then,
the intersection point q between the normal plane Π and
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the edge ejk = vj vk can be determined. Within this trian-

gle 	l = vivj vk , the direction derivative D
	l
w F(x) can be

computed by the finite difference scheme, that is, the dif-
ference of surface field F(q) − F(vi ) divided by the pro-
jection distance of −→viq along the given tangent direction w
(see Fig. 6(b)). Finally, the direction derivative of DwF(x)

can be determined by the weighted average of the direction
derivatives for all triangles 	l incident to the vertex vi . For
the sake of simplicity, we take the weights to be the portion
of the area of “barycentric cell” that lies closest to the vertex
vi [21, 25].

4.3 Framework of extremum lines extraction

Given a triangle mesh S, the procedure of extracting the ex-
tremum lines consists of the following steps:

– (Optional preprocessing) Smooth the normal field n and
the surface field F(x) of surface S;

– Compute the principal directions tmax and tmin at each
vertex of the triangle mesh [30];

– Compute the directional derivative DtmaxF and DtminF of
the surface field F(x) with respect to the principal direc-
tions at each vertex;

– Detect the ridge vertices, i.e., zero-crossings of the direc-
tional derivative DtmaxF = 0, then filter out the vertices
which are the local minima, s.t., �F ≥ 0, where �F can
be computed as Laplace operator of the surface field F(x)

[30, 31];
– Detect the valley vertices, i.e., zero-crossings of the direc-

tional derivative DtminF = 0, then filter out the vertices
which are the local maxima, s.t., �F ≤ 0;

– Trace the zero-crossings to get the extremum lines of the
given surface field.

5 Extracting perceptual-saliency extremum lines from
triangle meshes

According to the unified framework of the extremum
lines extraction, we can extract the perceptual-saliency ex-
tremum vertex which is the zero-crossing of the directional
derivative Dtmax PS = 0. For each mesh edge eij = vivj ,
it will contain a perceptual-saliency extremum vertex if
DPS(vi ) = Dtmax PS(vi ) and DPS(vj ) = Dtmax PS(vj ) have
opposite signs. The perceptual-saliency ridge vertex can
then be approximated linearly by using following formula

v̄ = ‖DPS(vj )‖vi + ‖DPS(vi )‖vj

‖DPS(vi )‖ + ‖DPS(vj )‖ .

It is similar for the case of Dtmin PS = 0. For each triangle
in the mesh, if two perceptual-saliency extremum vertices
are detected on two triangle edges respectively, they will be
connected by a line segment.

Before the ridge lines defined by the maxima of perceptu-
al-saliency field PS(x) are drawn, the vertices of the lo-
cal minima should be filtered out, i.e. �PS ≥ 0. Even af-
ter that, there are still many feature lines left because our
method finds all local extrema independent of whether the
perceptual-saliency is high or low. To abstract a better line
drawing, only those vertices with relatively high value of
perceptual-saliency measure are adopted. Therefore we fil-
tered the feature lines based on a threshold. The threshold
can be determined by the mesh feature, e.g., the model’s av-
erage edge length. In our implementation, the threshold is
chosen as 10% of the average edge length. It is similar to
drawing valley lines at the minima of perceptual-saliency
field.

Obviously, instead of the perceptual-saliency field PS(x),
we can also extract the ridge and valley lines at maxima and
minima of mean curvature field H(x) by using the above
procedure. The details are omitted here due to the length of
the paper.

6 Experimental results and discussions

We have implemented the proposed algorithms on a PC with
a Pentium IV 3.0 GHz CPU, 1024 M memory. The effi-
ciency of extracting extremum lines defined via perceptual-
saliency map or mean curvature is high for the triangle
meshes. Since they are view-independent features, they can
be extracted in the preprocessing step, i.e. before rendering
step. However, some view-dependent features are more ex-
pensive to be extracted.

6.1 Perceptual-saliency extremum lines extraction

Because of their view-independent features, the extremum
lines can be extracted efficiently in a preprocessing step for
a given model. In the proposed framework, it takes about 0.7
to 4.8 seconds to extract the perceptual-saliency extremum
lines from the meshes ranging from 85K to 525K triangles.
Figures 7 and 8 show the perceptual-saliency extremum
lines extracted from the lamp-nose model and Ottoman pipe
model, respectively. They can capture the visually salient
features efficiently for the underlying models, such as the
central part of the lamp-nose model (see Fig. 7(d)) and the
fine decoration details at the bottom section of the Ottoman
pipe (see Fig. 8(d)).

6.2 Perceptual-saliency extremum lines vs. mean curvature
extremum lines

The extremum lines of our perceptual-saliency map on
the dense complex shapes can convey perceptually impor-
tant information. Figure 9 shows the extremum lines for
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Fig. 7 The perceptual-saliency extremum lines extraction for lamp-
nose model. (a) Lamp-nose model; (b) our perceptual-saliency map of
lamp-nose model; (c) zero-crossing of perceptual-saliency distribution;
(d) the perceptual-saliency extremum lines extracted from the lamp-

nose model. In the perceptual-saliency extremum lines extraction (d),
the red lines mean the ridge lines of the perceptual-saliency map, while
the blue lines mean the valley lines of the perceptual-saliency map

Fig. 8 The perceptual-saliency extremum lines extraction for Ottoman
pipe model. (a) Ottoman pipe model; (b) our perceptual-saliency map
of Ottoman pipe model; (c) zero-crossing of perceptual-saliency distri-
bution; (d) the perceptual-saliency extremum lines extracted from the

Ottoman pipe model. In the perceptual-saliency extremum lines extrac-
tion (d), the red lines mean the ridge lines of the perceptual-saliency
map, while the blue lines mean the valley lines of the perceptual-
saliency map

the Armadillo model, which include the ridge lines (in
red) and the valley lines (in blue). They can capture both
salient shape features and subtle shape variations. How-
ever, compared with the extremum lines of the purely geo-
metric mean curvature map, the extremum lines of the
perceptual-saliency map can illustrate the visually salient
shape features more clearly because some redundant subtle
shape variations unimportant for visual perceptual are omit-
ted.

6.3 Perceptual-saliency extremum lines vs. ridges/valleys

Our perceptual-saliency measure is essentially an anisotrop-
ic smoothing operator for the local geometric variations.
Thus, some redundant detail information can be smoothed.
However, the common ridges and valleys (the extremum
lines of the principal curvature map [10, 23]) will capture
too much fine surface detail, which may be unimportant and
unnecessary for visual perception. Figure 10 shows the ex-
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Fig. 9 The extremum lines of perceptual-saliency and mean curvature
distributions for the Armadillo model. (a) Armadillo model; (b) the
extremum lines extraction of mean curvature map for the Armadillo
model; (c) the extremum lines extraction of perceptual-saliency map

for the Armadillo model. Here, the red lines mean the ridge lines of the
corresponding surface field, while the blue lines mean the valley lines
of the corresponding surface field

Fig. 10 The various ridge and valley lines of Olivier hand model.
(a) Olivier hand model; (b) the ridge and valleys of principal curvature
map of Olivier hand model; (c) the ridge and valleys of mean curvature
map of Olivier hand model; (d) the ridge and valleys of perceptual-

saliency map of Olivier hand model. Here, the red lines mean the ridge
lines of the corresponding surface field, while the blue lines mean the
valley lines of the corresponding surface field

tremum lines and the common ridges and valleys for the
Olivier hand model. Compared with the common ridges and
valleys based on the purely geometric curvature map, the ex-
tremum lines of the perceptual-saliency map can capture the
visually salient shape features and yield more satisfied re-
sults, such as the palm-prints of the Olivier hand model (see
Fig. 10(d)).

7 Conclusions and future work

In this paper, a new definition of perceptual-saliency mea-
sure is presented to capture the visually important and inter-

esting regions on the underlying models. Meanwhile, a uni-
fied framework for extracting extremum lines is proposed,
which can be considered as ridge-valley lines for various
surface fields along the principal curvature directions. Un-
der the extremum lines extraction framework, a new type
of view-independent feature lines—perceptual-saliency ex-
tremum lines—are extracted, which defined as zero-crossing
of directional derivative of the perceptual-saliency measure.
Our extremum lines are computationally efficient and are
promising for illustrating various 3D models, especially for
archaeological artifacts.
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In the future, we intend to utilize the proposed line draw-
ing techniques for shape analysis applications, such as best
view selection, visualization enhancement, similarity-based
retrieval, etc. In addition, we would also like to explore the
utility of various types of drawing styles in archaeology ap-
plications.
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