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ABSTRACT

The design of a compact and effective representation is a critical step in fully utilizing the abundant raw mesh-based
animation resources. In this paper, we present a high-level control structure for animated mesh sequences referred to as an
adaptive skeleton-driven cage representation. This approach combines a skeleton and cage to express time-varying shape
details and offer flexible control for rigid limb motions. The initial skeleton is inferred by sketching on the rest pose mesh.
The corresponding cage is constructed by using an adaptive cross-section-based method. Then, the initial skeleton and
cage are propagated to the other meshes in the sequence. Additionally, the generated cage sequence can be automatically
refined to improve the mesh reconstruction quality. Our results and comparisons demonstrate that the proposed approach
is an intuitive, compact, and efficient representation. We demonstrate its potential through a variety of applications, such
as animation compression, deformation transfer and pose editing. Copyright © 2014 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Recent advances in performance capture [1–3] and
deformation transfer [4,5] techniques have produced an
increasing number of detailed mesh-based animation
sequences. They are valuable resources for data-driven ani-
mations. However, the reuse, editing, and post-processing
of mesh-based sequence data are not straightforward. A
high-level control structure should be extracted and defined
in advance to facilitate mesh sequence applications. There
are two features that a feasible high-level control structure
should possess: (i) compactness and intuitiveness and (ii)
the expression of both rigid limb motions and time-varying
details.

There are two prevalent high-level control structures
adopted for representations, skeleton-based representa-
tions, and cage-based representations. The former rep-
resentation offers natural control for rigid limb motions
[6] but is not suitable for flexible animated details.
The cage-based representation can faithfully reproduce
time-varying details [7] but is not suitable for posing an
articulated shape. Combining the two control structures,
Ju et al. [8] proposed a template-based cage driven by a
kinematic skeleton for reusable skinning animations.

Inspired by their work [8], we propose a high-level con-
trol structure for encoding mesh sequences, referred to as

adaptive skeleton-driven cages. The main contributions of
the proposed technique are the following:

� A simple sketch-based method for extracting a hier-
archical skeleton and constructing a skeleton-driven
cage from the rest pose mesh.

� An efficient framework for combining the strengths
of skeleton-based and cage-based representation to
handle animated sequences with time-varying details.

� The ability to faithfully reproduce mesh sequences
benefits from the proposed adaptive cage generation
method, which makes it feasible to automatically
refine the cage, thus improving the quality further.

Our experiments demonstrate that the proposed method
is a compact and intuitive representation of the mesh
sequences and preserves time-varying details. This attrac-
tive new tool can accomplish various post-processing tasks,
such as mesh sequence compression, pose editing and
deformation transfer. The paper is organized as follows:
Section 2 describes the related work; Section 3 details the
adaptive skeleton-driven cage sequence generation algo-
rithm; Section 4 discusses the results and potential appli-
cations; and finally, Section 5 provides the conclusions and
potential avenues for future research.
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2. RELATED WORK

Skeleton-Based Control Structure. The skeleton is
the dominant control structure in articulated animations
because it is flexible for pose-editing and compatible
with conventional animation software. de Aguiar et al.
[6] introduced the first framework that converts a mesh
animation into a compact, editable skeleton-based repre-
sentation. However, skeleton-based representations are less
flexible when expressing time-varying details. To com-
pensate for this lack of flexibility, a hybrid representation
for human-like character animations [9] was proposed
by decomposing the input sequence into coarse and fine
deformation components, where the coarse component is
recovered from an underlying skeleton structure and the
fine component is encoded with a nonlinear probabilistic
model; and then, it was extended to represent and manipu-
late cloth simulation data [10]. Our approach is more ver-
satile than these methods, as it extends beyond human-like
animations and can also preserve fine time-varying
shape details.
Cage-Based Control Structure. Because of their addi-
tional degrees of freedom, cage-based representations are
more suitable than skeleton-based representations for cap-
turing time-varying details. Furthermore, the well-known
artifacts of conventional skinning methods can be avoided
via cage encoding [8], representing a significant advantage
for cage-based representations. In cage-based representa-
tions, a vertex is encoded as a linear combination of cage
geometries and cage coordinates, such as mean value coor-
dinates (MVC) [11], harmonic coordinates (HC) [12], and
Green coordinates (GC) [13]. Xu et al. [14] cast the ini-
tial cage transfer problem as a linear skinning process.
However, the reproduced result is sensitive to the quality
of key frame cages. Ben-Chen et al. [5] achieved defor-
mation transfer based on variational harmonic maps [15],
where the harmonic basis functions defined inside the cage
are adopted to encode the mesh sequence. Their method
does not generate an explicit geometric control structure,

and the harmonic mapping is appropriate for expressing
“as-rigid-as-possible” deformation [15]. An alternative is
to directly solve the problem in terms of cage vertices.
Savoye et al. [16] enforced a global regularization term
to preserve the differential coordinates of cage vertices
given the user’s constraints. However, differential coordi-
nates are not rotation invariant, which may lead to notable
shrinking artifacts. From the algebraic perspective, Thiery
et al. [7] accelerated and stabilized the deformation inver-
sion process based on maximum volume sub-matrices and
a new spectral regularization. As a result, the reproduced
sequence is at high fidelity compared with that obtained
in [6,16]. Duveau et al. [17] addressed the cage sequence
recovery problem for raw captured data via the machine
learning method. However, intuitive cage manipulation is
still not addressed by the methods described previously.
Thus, our method attempts to provide a user-friendly cage
sequence that is driven by the corresponding skeletons.

3. ADAPTIVE SKELETON-DRIVEN
CAGE SEQUENCE GENERATION

3.1. Overview

The proposed method faithfully converts an animated mesh
sequence into a skeleton-driven cage-based representation
that acts as an intuitive and flexible high-level control
structure for reusing the animated mesh sequence. Given
an animated mesh sequence with temporal coherency, the
framework of the proposed method is shown in Figure 1,
which contains three steps:

� The initial skeleton of the rest pose is derived through
an intuitive sketch. Then, the corresponding initial
cage, which is bound to the skeleton, is generated
adaptively.

� The skeleton sequence is efficiently generated by
transferring the initial skeleton to the other meshes.

Figure 1. Overview of the proposed algorithm.

448 Comp. Anim. Virtual Worlds 2014; 25:447–455 © 2014 John Wiley & Sons, Ltd.
DOI: 10.1002/cav



X. Chen and J. Feng Adaptive skeleton-driven cages for mesh sequences

The corresponding cage sequence is generated by
robustly solving a least-squares fitting problem.

� Optionally, the cage sequence can be automat-
ically refined to reconstruct time-varying details
more faithfully.

3.2. Initial Skeleton and Cage Generation

3.2.1. Initial Skeleton Generation.

Sketching is a robust and efficient method of build-
ing a kinematic skeleton with minimal effort [18,19]. To
facilitate the subsequent processing, we sketch on the rest
pose mesh to determine a rough skeleton (Figure 2(a)).
The selected mesh vertices are adopted as joints, and
the line segments between them are adopted as bones,
which are also used to infer the skeleton hierarchy. The
sketching process normally takes less than one minute
(cf. video).

Then, some shape features are exploited on the rest pose
mesh, which can capture the change in shape well. The
prominent cross-section (PCS) [20], which is computed
at each joint of the rough skeleton, can assume this role.
Although the internal skeleton can be adopted as an input
for the proposed framework, the rough skeleton helps to
efficiently compute the PCS. The proposition of the PCS
is that the vertex normals of the cross-section are on a
great circle or parallel to a great circle in the sectional
Gauss map. The sectional Gauss map is constructed by
mapping the normals onto a unit sphere. Given an initial
plane defined by the normal and one principle curvature
vector at the selected vertex, the process of computing
the best-fitting plane on a Gauss map is repeated until
the normal of the plane and the pole of the unit sphere
coincide within a user specified threshold (10�6). The iter-
ations converge rapidly within a few steps. The algorithm
details and its robustness are provided in [20]. The inter-
nal skeleton (Figure 2(c)) is obtained by replacing the joint

(b)(a)

(d)(c)

Figure 2. (a) A rough skeleton is gained by sketching. (b) Promi-
nent cross-sections are generated at each joint, (c) the internal
skeleton, and (d) joint offset of a simplified cross-sections

(OSCSs) (yellow) and interpolated OSCSs (blue).

positions in the rough skeleton with the centroids of the
corresponding PCSs (Figure 2).

3.2.2. Initial Skeleton-Driven Cage Generation.

Now, we will present a skeleton-driven cage generation
scheme based on the PCSs. Our method is inspired by Ju
et al. [8], where a cage is constructed by connecting the
adjacent templates at joints and bones in a predefined man-
ner. The predefined templates are the base elements for
a cage. In contrast to using predefined templates as the
base elements of the cage, we adaptively compute the base
elements from PCSs and avoid the need for a predefined
template library. There are two advantages of the adaptive
scheme. First, it can be easily extended to other articu-
lated character cases. Second, it makes the cage conform to
the embedded shape well, such that the fine time-varying
details can be reproduced faithfully.

Each base element in our cage is an offset of a sim-
plified cross-section (OSCS). A 2D Cartesian coordinate
system should be defined at the plane of each PCS to
connect adjacent OSCSs in a rotation minimizing man-
ner. The coordinate system is defined as follows. First,
the root 2D Cartesian coordinate system .u0, v0/ is deter-
mined via principle component analysis of the PCS at the
root joint c0. Then, .u0, v0/ is progressively propagated to
the other PCSs by traversing the skeleton structure. The
propagation is achieved while minimizing rotation distor-
tions, that is, its parent u-axis is projected on the PCS plane
along the normal of the PCS, and the v-axis is determined
accordingly (Figure 3(a)).

An OSCS for each PCS with a corresponding coordi-
nates system .u, v/ is generated adaptively (Figure 3(b))
as follows. First, the PCS curve is partitioned into four
curve segments based on the quadrants of .u, v/. For each
curve segment C, its approximate curve is denoted CApp.
The outward offset of CApp is denoted COff . The offset dis-
tance can be used to adjust the tightness of the cage with
respect to the embedded model, whose default value is set

(a) (b)

Figure 3. (a) Propagation of the 2D coordinate system at the
root joint to other joints and (b) generation of an offset of a
simplified cross-section (OSCS) by adaptively approximating the
prominent cross-section (PCS). The red curves are Cs, the green
polylines are CApps, the yellow polylines are COff s, and the red

points are the inserted points for CApps.
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as one third of the average length of the bones. The initial
CApp is the line segment connecting two ends of C. Then,
CApp and COff are refined adaptively until the approximation
error is less than the threshold and C lies inside COff . Here,
the approximation error is defined by the maximum dis-
tance between the points on C and CApp. Finally, four COff s
are merged as a whole OSCS. If the generated OSCS
is a quadrilateral, it will be replaced by its axis-aligned
bounding box (AABB) to avoid intersections between the
model and generated cage.

After generating OSCSs at the joints, some interpolated
OSCSs on the bones are introduced (Figure 2(d)) to cap-
ture the shape well and to avoid intersection between the
generated cage and embedded mesh. Given a bone of the
skeleton, the normal of interpolated plane is computed by
spherical interpolation of two plane normals of the adjacent
joint PCSs. After the cross-section between the plane and
mesh is obtained, its OSCS can be computed as described
previously.

Once all OSCSs are generated, a modified algorithm
for surface reconstruction from cross-sections [21] is pro-
posed to generate the cage (Figure 4). First, the skeleton is
decomposed into several branches at the joints of valence
of 3 or more; at this stage, the branches conforming to
the long axis of the model’s AABB are merged (i.e., the
torso). Along each branch, the partial cage is constructed
by properly connecting the nearest points of the adjacent
OSCSs. The nearest point correspondences are established
in each segment of the OSCSs partitioned by their AABBs.
Finally, all partial cages are stitched to generate a closed
two-manifold cage.

In our approach, the cross-section-based cage is bound
to the skeleton. When the user edits the joints interac-
tively (cf. video), only the interpolated OSCSs on the bones
undergo rigid transformations. The OSCS at a joint is com-
puted by blending the transformed OSCSs that are yielded
based on each bone adjacent to the joint. To avoid artifacts,
such as skin collapsing, the spherical averaging method
[22] is adopted for skin blending as in [8].

(a) (b) (c)

Figure 4. (a) Subdivision of each offset of a simplified
cross-section into four segments, (b) generated partial cages,

and (c) stitched partial cages.

3.3. Skeleton Propagation and Cage
Sequence Recovery

The cross-sections on the rest pose mesh can be mapped
onto other meshes because the meshes in the sequence
have one-to-one correspondences. In general, the mapped
cross-section on the mesh is no longer on a plane. The cen-
troid of the mapped cross-section can still be adopted as
the joint position of the skeleton. The skeletons of other
meshes have the same hierarchical structure as the initial
skeleton but have time-varying joint positions.

Unlike the skeleton, the rest pose cage is propagated to
other meshes in a cage-based deformation manner, which
is formulated as a least-squares fitting problem. Denote
the points of the rest pose mesh and rest pose cage as
Pr D

˚
pi 2 R3

�n�1
iD0 and Cr D

˚
cj 2 R3

�m�1
jD0 , respectively,

where n and m are the number of vertices in the mesh and
cage, respectively. Each point pi can be represented as a
linear combination of cage coordinates (e.g., MVC, HC, or
GC), and cage vertex positions as pi D

P
j !j.i/ � cj, or in

matrix form:

Pr DW � Cr (1)

where W is the n �m cage coordinate matrix. For the case
of GC, Cr includes both the vertex positions and face nor-
mals. From the perspective of cage-based deformation, a
given mesh Pt in the sequence can be regarded as a defor-
mation of the rest pose mesh, where the cage coordinate
matrix W is fixed. The deformed cage Ct can be computed
by solving the following least-squares fitting problem:

argmin
Ct

kW � Ct � Pt k
2 (2)

This is an overdetermined fitting problem, which has the
following explicit solution in the least-squares sense:

Ct D
�
WT W

��1
WT Pt (3)

From Equation (3), we can determine that the cage Ct is
primarily dominated by the cage coordinates W for the
given mesh Pt, where W is primarily determined by the
relationship between the initial cage and rest pose mesh.
If the initial cage is not well defined (i.e., it is sparse,
has an unevenly distributed geometry, or is not close to
the embedded shape), the least-squares solution may intro-
duce serious spikes on the resulting cage, which makes
the cage infeasible (Figure 5). Our skeleton-driven cage
generation considers both the global structure and local
geometric details of the mesh sequence, which makes the
initial cage approximate the embedded shape well. Thus,
the solution is always feasible. Furthermore, the coefficient
matrix .WT W/�1WT can be precomputed and prefactor-
ized to reduce the computational cost. Additionally, the
well-defined cage Cr, which is generated by our approach,
can be used as the input for CageR [7].

In theory, the proposed approach is independent of the
cage coordinates as in [7]. Similar to the results in [7],
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Figure 5. Cages computed via least-squares fitting with mean
value coordinates embedding. Left: Serious spikes obtained
with the manual cage [7]. Right: The spike-free, well-defined

result obtained with our skeleton-driven cage.

Figure 6. Left: Cage computed using mean value coordinates.
Right: Invalid cage computed using Green coordinates.

the cage generated using GC is not stable because all the
unknowns in Equation (3) are processed independently but
the face normals are closely related to the cage vertices.
Thus, MVC are adopted in our examples for simplicity
and efficiency. Figure 6 presents the cages computed using
MVC and GC, respectively.

3.4. Adaptive Cage Refinement

At this point, a skeleton-driven cage representation of the
mesh sequence has been obtained. This representation can
be regarded as a high-level control structure that consti-
tutes a combination of the skeleton-based and cage-based

approaches. Because of the appropriate way our cage is
constructed, the cage can be refined adaptively to improve
the fidelity of the geometric detail reconstruction.

Utilizing the cage construction, we can easily refine the
cage in two ways. The first is radial refinement, that is,
increasing the approximate accuracy of OSCS with respect
to the cross-section. The other is axial refinement, that is,
increasing the number of interpolated OSCSs on the bone.
Adaptive refinement is controlled under the mesh recon-
struction errors via a heuristic approach. First, the rest pose
mesh is simply segmented according to the planes of PCSs.
For each mesh, the L2 (average) and L1(maximum) recon-
struction errors are computed. For each point on the mesh,
the reconstruction error is defined as the percentage of
the point-to-point Euclidean distance to the bounding box
diagonal of the mesh as in [7]. If the percentage of the num-
ber of larger error vertices exceeds a given threshold t in a
segment, the surrounding initial cage will be refined axially
and radially, where larger error vertices denotes reconstruc-
tion errors greater than the L2 error, or the segment contains
the L1 error. Finally, the cage propagation in Section 3.3
will be performed again to obtain a refined cage sequence.
The number of segments to be refined is in inverse propor-
tion to the threshold t. Experimental results show that the
value of the threshold t is set to 10%, and the refinement
process performs once, which can significantly improve the
quality and keep the cage simplicity.

4. RESULTS AND APPLICATIONS

The proposed algorithm has been implemented on a PC
with an Intel Core2 Quad 2.5GHz CPU and a GeForce

Figure 7. Comparison between the modified Ju method, CageR [7], and our method for the Samba sequence with a time-varying
nonrigid swinging skirt. The initial cage is shown in the leftmost column. For each example pose, the reconstructed pose and

corresponding cage are shown on the left and right, respectively.

Comp. Anim. Virtual Worlds 2014; 25:447–455 © 2014 John Wiley & Sons, Ltd. 451
DOI: 10.1002/cav



Adaptive skeleton-driven cages for mesh sequences X. Chen and J. Feng
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Figure 8. Comparison of the L2 and L1 reconstruction errors of the Samba sequence in Figure 7.

Figure 9. Comparison between CageR [7] using either the manual cage or our cage, and our method either without or with the
refinement process. The error distribution of our approach using an unrefined cage is visualized in the leftmost column of the last row.
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Figure 10. Comparison of the L2 and L1 reconstruction errors of the horse sequence in Figure 9.

GTX 260 GPU. The algorithm runs in a single thread
without GPU acceleration.

CageR [7] and the method of Ju et al. [8] are imple-
mented for comparison purposes. To make it applicable
to the context of mesh animations, the method of Ju

et al. [8] is modified as follows: the input skeleton is
generated using our method, the initial cage is recon-
structed via the original method [8], and the cage sequence
is generated using the least-squares fitting approach.
The animated mesh sequences captured from multiview
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silhouette reconstruction [1] and synthesized by deforma-
tion transfer [4] are adopted as test examples. In particu-
lar, the Samba mesh sequence contains highly deformed
time-varying geometric details on the swinging skirt, as
shown in Figure 7.

4.1. Quality and Performance

Figure 7 presents the input Samba sequence and the
sequences reproduced by the modified Ju method, CageR,
and our method. For a fair comparison, our proposed rest
pose cage is used as the input for CageR. Among the
three methods, our method and CageR can reconstruct the
Samba mesh sequence more faithfully than the modified
Ju method. This result is unsurprising because Ju’s method
is designed for reusing skinning animations [8]. Although
it has been modified for mesh sequence representation,
the fixed templates are not appropriate for representing
highly deformed geometric details. In addition to a visual
quality comparison, the quantitative comparison of the L2
and L1 reconstruction errors is also given. As shown in
Figure 8, our approach can reconstruct the mesh sequence
more faithfully than the other approaches, even if the mesh
sequence contains flexible regions.

Using the manual cage generously provided to us by
Thiery et al. [7], we can compare the results produced by
CageR using the manual cage and our cage. As shown
in the first two rows of Figure 9, the visual reconstruc-
tion qualities appear similar, except for the distortions at
the horse ankles obtained by CageR with the manual cage.
Furthermore, the reconstruction errors in Figure 10 demon-
strate that our elaborately generated cage can gain higher
fidelity than the manual cage. In addition, the last two rows
of Figure 9 demonstrate that our approach, either without
or with cage refinement, can achieve results indistinguish-
able from the input data. If the application requires greater
accuracy, the refined cage sequence, which is an optimal

option, offers the lowest reconstruction errors, as shown in
Figure 10.

Table I lists the detailed runtime comparison of
CageR and our approach. Because of the efficient
skeleton sequence extraction and the coefficient matrix
prefactorization in Equation (3), the proposed approach is
more efficient than CageR, even if the preprocessing step
of CageR is accelerated by the GPU. The runtime of our
method in the preprocessing step contains the cage coor-
dinate matrix factorization and the initial skeleton-driven
cage generation. The runtime of our method in the recon-
struction step includes the skeleton propagation and cage
propagation. The figures demonstrate that the proposed
skeleton extraction occurs in real time.

4.2. Applications

Animation Lossy Compression. Similar to CageR [7],
the reconstruction step of our method depends only on Pr,
Cr, and the generated cage sequence. Thus, our method can
be applied to animation lossy compression. For instance,
the 234 MB Samba sequence encoded in ASCII format can
be compressed to 14 MB with almost no visual changes by
reproduction.
Deformation Transfer. The one-to-one correspondences
between the source cage and target cage will be automati-
cally built once the same skeleton structure is sketched on
the source model and target model. Therefore, the classical
deformation transfer method [4] can be directly applied to
the cages. Figure 11 shows the horse poses are transferred
to a camel.
Pose and Animation Editing. We can intuitively pro-
duce new postures of the input mesh by modifying the joint
positions and orientations. Our method also has the poten-
tial to edit the original animation locally by altering the
joint parameters of selected joints (cf. video).

Table I. Detailed runtime comparison between CageR and our method.

Preprocess Reconstruction Total

Input Mesh Cage
(ms) (ms) (ms)

sequence (#V/#Frame) (#V/#T) MVC CageR Ours CageR Ours CageR Ours

Samba 9971/175 247/490 3082 4298 1244+89 81 1+80 21,555 18,590
Horse 8431/48 300/596 3140 6885 1586+98 121 2+74 15,833 8472
Man 10002/250 198/392 2436 2757 828+95 70 2+51 22,693 16,609

MVC, mean value coordinates.

Figure 11. Horse poses transferred to a camel using our skeleton-driven cages.
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5. CONCLUSION

We present a compact and intuitive mesh anima-
tion representation method that effectively combines
the skeleton-based and cage-based approaches, which
is suitable for representing mesh animations with fine
time-varying details. To this end, an initial skeleton struc-
ture is obtained through an efficient sketching interface.
Meanwhile, the initial cage is adaptively constructed along
the skeleton from PCSs. The skeleton sequence can be
extracted efficiently and robustly because of the one-to-one
mapping of cross-sections. The cage sequence is generated
by solving a least-squares problem. Furthermore, the cage
refinement represents a method for achieving more accu-
rate reconstructions. As a new high-level control structure,
the proposed approach is applicable to a variety of main-
stream applications, such as animation compression, pose
and animation editing, and deformation transfer.

Our approach suffers from the same limitation as many
existing methods, that is, the mesh sequence is temporally
coherent. Second, the proposed cage generation algorithm
will be robust if the model is in a rest pose that helps to
avoid the self-intersection of the cage. In future work, we
will extend our approach to handle mesh sequences without
temporal coherence. Furthermore, we will implement more
cage coordinates (e.g., HC and PMVC) in our framework
and explore the sufficient conditions that make the result
of Equation (3) a valid cage. Additionally, we will develop
more possible applications based on the proposed control
structure and combine it with other works, such as *Cages
[23] and data-driven shape morphing [24].
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