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Abstract Visual saliency can always persuade the viewer’s visual attention to fine-scale mesostructure of 3D complex
shapes. Owing to the multi-channel salience measure and salience-domain shape modeling technique, a novel visual saliency
based shape depiction scheme is presented to exaggerate salient geometric details of the underlying relief surface. Our
multi-channel salience measure is calculated by combining three feature maps, i.e., the 0-order feature map of local height
distribution, the 1-order feature map of normal difference, and the 2-order feature map of mean curvature variation. The
original relief surface is firstly manipulated by a salience-domain enhancement function, and the detail exaggeration surface
can then be obtained by adjusting the surface normals of the original surface as the corresponding final normals of the
manipulated surface. The advantage of our detail exaggeration technique is that it can adaptively alter the shading of
the original shape to reveal visually salient features whilst keeping the desired appearance unimpaired. The experimental
results demonstrate that our non-photorealistic shading scheme can enhance the surface mesostructure effectively and thus
improving the shape depiction of the relief surfaces.
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1 Introduction

Relief surface, one typical 3D highly-detailed com-
plex shape, is composed of two layers of geometry,
that is, a smooth low-frequency base surface and a
high-frequency geometric detail surface. Here, the
high-frequency fine-scale geometric details can be rep-
resented as a height function defined on the base
surface[1-3], that is, the signed distance from the base
surface to the relief surface along the direction of the
base’s unit normal. These geometric details of 3D com-
plex shapes are usually called in the literature as relief
texture or surface mesostructure[4-6], which can guide
the viewer’s visual attention effectively in the low-level
human vision.

Based on the research on the visual depiction of ima-
ges and 3D shapes[7-13], artists and illustrators usually
employ the principles of visual perception for guid-
ing the viewer’s attention to visually salient regions.

Owing to its efficiency of visual persuasion in tradi-
tional art and technical illustrations, visual saliency has
now been widely used in the saliency-guided shape en-
hancement for object visualization[14-16].

In this paper, we propose a novel scheme for bring-
ing out the fine-scale relief details of complex shapes,
which can guide the viewer’s attention to the surface
mesostructure. The main contributions of this paper
are as follows.

1) Multi-Channel Salience Measure. A definition of
multi-channel salience measure for relief surfaces is pre-
sented by combining three feature maps, i.e., the 0-
order feature map of local height distribution, the 1-
order feature map of normal difference, and the 2-order
feature map of mean curvature variation.

2) Salience-Based Detail Exaggeration Operation.
Incorporating the multi-channel salience measure into
the salience-domain shape manipulation function,
a novel salience-based shape depiction scheme is

Regular Paper
This work was supported by the National Natural Science Foundation of China under Grant Nos. 61272309, 61170138 and the

Program for New Century Excellent Talents in University of China under Grant No. NCET-10-0728.
∗The preliminary version of the paper was published in the Proceedings of the 2012 Computational Visual Media Conference.
©2012 Springer Science +Business Media, LLC & Science Press, China



Yong-Wei Miao et al.: A Multi-Channel Salience Based Detail Exaggeration Technique 1101

illustrated to exaggerate surface salient geometric de-
tails.

3) Salience-Guided Non-Photorealistic Shading. Our
proposed shape depiction technique can adaptively al-
ter surface shading to enhance surface fine-scale geo-
metric details in a non-photorealistic manner, which
is performed by adjusting the surface normals whilst
keeping the desired appearance unimpaired.

Compared with the preliminary version of the shape
enhancement technique in [17], a detailed computa-
tional framework of our multi-channel salience measure
is illustrated and our algorithm for the detail exaggera-
tion technique is also elaborated. The effectiveness of
our algorithm is demonstrated by the experimental re-
sults and comparisons in this paper. The rest of this
paper is structured as follows. Section 2 reviews some
related work of the detail exaggeration and shape depic-
tion techniques. The computational framework of our
multi-channel salience for relief surfaces is described in
Section 3. Section 4 illustrates the extraction of relief
height field on relief surfaces and our salience-based de-
tail exaggeration technique. Some experimental results
and discussions are given in Section 5. Finally, Sec-
tion 6 concludes the paper and gives some directions
for future research.

2 Related Work

For conveying and highlighting the fine-scale
mesostructure of 3D relief surfaces, many detail exag-
geration techniques have been presented to alter the
surface shading and illumination effects based on local
surface geometries and lighting attributes.

One type of detail enhancement approach is to ad-
just the geometric vertex positions to improve the
illustration of 3D complex shapes. Displacement
mapping[18] is the first technique that represents high-
frequency geometric details by adding mesostructure
properties to the underlying shapes. The view-
dependent displacement mapping proposed by Wang
et al.[19] can synthesize the real 3D highly-detailed geo-
metry by modeling the surface displacements along the
viewing direction. Zhou et al.[20] developed a mesh
quilting technique to synthesize the geometric details by
stitching together the corresponding geometry elements
in adjacent mesostructure patches. Building upon the
Lee’s mesh saliency measure[10], Kim and Varshney[16]

developed a technique to alter vertex position informa-
tion to elicit greater visual attention. However, these
vertex-modulation schemes may impair the shape ap-
pearance of the underlying model during the geometry
modification operation.

Another type of detail exaggeration approach is to
enhance the visualization of 3D complex shapes by

perturbing the surface normals or altering reflection
rules based on local surface information. Early in 1978,
Blinn extended the traditional color texture mapping
to the bump mapping technique[21], which can gener-
ate visual effects of bumps and depressions by disturb-
ing surface normals according to a bump map. The
normal perturbation technique proposed by Cignoni et
al.[22] can enhance the surface features by a simple high-
frequency enhancement operation of the surface nor-
mals. Their simple normal sharpening scheme is effi-
cient to enhance the shading of regular CAD models
but not very suitable to the highly detailed complex
shapes. Ritshel et al.[23] proposed an unsharp masking
technique to increase the contrast of reflected radiance
in 3D scenes, and thus enhanced the depiction of various
visual cues. Inspired by the principles for cartographic
terrain relief, the exaggerated shading of Rusinkiewicz
et al.[24] locally adjusts the light direction over different
areas of the underlying surfaces to depict the surface
relief at grazing angles. The light warping technique
presented by Vergne et al.[25] can enhance surface main
features with arbitrary material and illumination at-
tributes by warping the incoming light at each surface
point. Furthermore, depending on both surface mate-
rials and curvature characteristics, Vergne et al.[26] pre-
sented a technique called radiance scaling for the shape
depiction by adjusting reflected light intensities. Zhang
et al.[27] proposed an interactive scheme for controllable
shape exaggeration by using an adaptive exaggeration
function. Based on a feature sensitive metric and the
idea of integral invariants, Lai et al.[28] developed a ro-
bust geometric feature extraction and classification al-
gorithm. Wang et al.[29] presented a versatile geometric
detail editing approach for 3D meshes by filtering the
Laplacian coordinates.

However, all of these techniques pay attention to
stylized depiction of 3D shapes but do not consider
the impact of visual saliency during the shape depic-
tion. The visual saliency is regarded as an important
factor to guide a viewer’s visual attention. Here, we
would seek the novel non-photorealistic shading tech-
nique that can enhance the shape depiction explicitly.
Incorporating the multi-channel salience into the detail
manipulation operation, a novel saliency-guided shad-
ing scheme is presented to exaggerate the geometric
details and thus improve the 3D shape depiction for
highly-detailed relief surfaces.

3 Multi-Channel Salience Measure of Relief
Surfaces

As a classical definition of image saliency, Itti et
al.[7] calculated the saliency map by applying center-
surround filtering to different multi-scale image feature
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maps. Inspired by Itti’s saliency model, Lee et al.[10]

presented a computational framework of mesh saliency
based on the multi-scale center-surround filters with
Gaussian-weighted mean curvatures. However, as a
local shape descriptor, the mean curvature measure
can only characterize the differential property in an
infinitesimal neighborhood of the underlying surface.
Cipriano et al.[30] provided the multi-scale shape de-
scriptors to capture the shape of a neighborhood around
a central vertex by fitting a quadratic surface. Employ-
ing the center-surround bilateral filter operator on local
projection heights between the vertex and its neighbors,
Miao and Feng[31] proposed a perceptual-saliency mea-
sure to extract the perceptual-saliency extremum lines
for 3D shape illustration.

Here, in order to guide the viewer’s attention to the
fine-scale surface mesostructure and thus exaggerate
the visually salient features, we take the multi-channel
salience measure as an input of our non-photorealistic
shape depiction algorithm. Different from the previous
definitions, our salience definition of relief surfaces is
based on the multi-channel scheme. It is the combina-
tion of three different bottom-up feature maps, i.e., the
0-order feature map of local height distribution, the 1-
order feature map of normal difference, and the 2-order
feature map of mean curvature variation.

3.1 Feature Map of Local Height Distribution

Given an original relief surface, its local height distri-
bution can give us 0-order geometric information of the
underlying surface variation around the sampled ver-
tex. The varied difference of relief height between each
vertex and its neighboring vertices can always attract
the viewer’s visual attention and then be regarded as a
cue to define the visual saliency.

Let ζh
k (v) denote the Gaussian-weighted average of

the local height, it can be calculated as,

ζh
k (v) =

∑

x∈Nk(v)

〈nv,v − x〉 exp[−‖x− v‖2/(2σ2)]

∑

x∈Nk(v)

exp[−‖x− v‖2/(2σ2)]
,

(1)
where Nk denotes the k-ring neighbors of vertex v, nv

is the normal vector of vertex v, σ is the standard de-
viation of the Gaussian filter and it is set as 1.0 in our
practice. The term 〈nv,v−x〉 means the inner product
between vectors nv and v − x, which reflects the local
projection height of its neighbor x on nv. Here, the fea-
ture map of local height distribution can be expressed as
the absolute difference between the Gaussian-weighted
averages of local height computed at fine and coarse
scales, that is, Sh(v) = ‖ζh

2 (v)− ζh
1 (v)‖.

3.2 Feature Map of Normal Difference

Furthermore, surface normals give us the 1-order
geometric information of the underlying surface vari-
ation around the sampled vertex, and the variation of
normal directions can reflect the intrinsic features. A
large variation of normal fields always means salient
geometric features of underlying models and attracts
viewers’ visual attention. Thus, the varied difference of
normal directions can be regarded as the second cue to
define the visual saliency.

Let ζn
k (v) denote the Gaussian-weighted average of

surface normal difference determined as,

ζn
k (v) =

∑

x∈Nk(v)

4n(v,x) exp[−‖x− v‖2/(2σ2)]

∑

x∈Nk(v)

exp[−‖x− v‖2/(2σ2)]
, (2)

where Nk denotes the k-ring neighbors of vertex v, σ is
the standard deviation of the Gaussian filter and it is
set as 1.0 in our practice. The term4n(v,x) means the
normal difference between vertex v and its neighboring
one x. It can be computed as 4n(v,x) = 1.0−〈nv,nx〉

1.0+‖v−x‖/C ,
where nx means the normal vector of vertex x, the con-
stant C can be chosen as d/10.0, and d is the diagonal
length of the bounding box for the whole model. Here,
the feature map of normal difference can be expressed as
the absolute difference between the Gaussian-weighted
averages of normal difference computed at fine and
coarse scales, that is, Sn(v) = ‖ζn

2 (v)− ζn
1 (v)‖.

3.3 Feature Map of Mean Curvature Variation

Thirdly, surface curvatures reflect the 2-order geo-
metric information of the underlying surface variation
around the sampled vertex. The varied difference of
mean curvature between each vertex and its neighbor-
ing vertices lead to saliency or non-saliency and it can
then be regarded as the third cue to define the visual
saliency.

Let ζc
k(v) denote the Gaussian-weighted average of

the surface mean curvature variation, it can be deter-
mined as,

ζc
k(v) =

∑

x∈Nk(v)

(c(v)− c(x)) exp[−‖x− v‖2/(2σ2)]

∑

x∈Nk(v)

exp[−‖x− v‖2/(2σ2)]
,

(3)
where c(v) means the mean curvature at vertex v (it
is estimated by the Taubin’s method[32]), Nk denotes
the k-ring neighbors of vertex v, σ is the standard de-
viation of the Gaussian filter and it is set as 1.0 in
our practice. Here, the feature map of mean curvature
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variation can be expressed as the absolute difference
between the Gaussian-weighted averages of curvature
variation computed at fine and coarse scales, that is,
Sc(v) = ‖ζc

2(v)− ζc
1(v)‖.

3.4 Multi-Channel Salience Map of Relief
Surfaces

Finally, similar to the definition of image saliency
developed by Itti et al.[7], a non-linear suppression ope-
rator N(·) is adopted to reduce the number of salient
points of the above three feature maps before combin-
ing them. It can help the user to define what makes
something unique, and therefore potentially salient fea-
tures. For each feature map S∗, we first normalize it
to [0.0, 1.0], and then compute the maximum salience
value M∗ and the average m∗ of the local maxima ex-
cluding the global maximum. The suppression step
N(S∗) will multiply S∗ by the factor (M∗ −m∗)2, i.e.,

N(S∗)(v) = S∗(v) · (M∗ −m∗)2.

The final multi-channel mesh salience S(v) can thus
be determined by averaging all of the three feature

maps after applying the non-linear normalization of
suppression[7], that is,

S(v) =
1
3
N(Sh)(v) +

1
3
N(Sn)(v) +

1
3
N(Sc)(v).

Fig.1 gives our multi-channel salience computation
steps for Armadillo model. The final multi-channel
salience map (see Fig.1(e)) combines three feature
maps, which are in terms of local height distribution
(see Fig.1(b)), normal difference (see Fig.1(c)), and
mean curvature variation (see Fig.1(d)) respectively. In
this paper, the warm colors (red and yellow) always
indicate high value, whilst the cool colors (green and
blue) always indicate low value of the corresponding
field. Fig.2 gives the estimated multi-channel salience
maps for Dragon, Armadillo and Pegaso model, respec-
tively. Our multi-channel salience maps can account
for illustrating salient geometric details of different re-
lief surfaces.

However, if compared with the traditional mesh
saliency map[10] (see Fig.3(b)), our multi-channel sa-
lience map of complex shapes (see Fig.3(d)) can reflect

Fig.1. Multi-channel salience computation steps for Armadillo model. (a) Original Armadillo model. (b), (c), (d) Feature maps of local

height distribution, normal difference, and mean curvature variation, respectively. (e) Final combined multi-channel salience map.

Fig.2. Multi-channel salience maps for different models. (a) Different original models. (b) Multi-channel salience maps for different

models.

Fig.3. Different mesh saliency definitions for golf ball model. (a) Original golf ball model. (b) Traditional mesh saliency map[10] in

terms of multi-scale center-surround Gaussian filtering on mean curvature distribution. (c) Perceptual saliency map[31] in terms of

center-surround bilateral filtering on the local projection heights. (d) Our multi-channel salience map for golf ball model.
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effectively the high-frequency mesostructure of the un-
derlying surface, such as the inner part and the brim
part of each cell of the golf ball, which can attract
the viewer’s visual attention. However, the percep-
tual saliency map[31] (see Fig.3(c)) can only reflect some
part of salient geometric features because of its approxi-
mate estimation of local projection heights, such as only
the brim part of each cell of the golf ball.

4 Multi-Channel Salience Based Detail
Exaggeration Technique

Now, guided by the multi-channel salience definition
of relief surfaces, a novel detail exaggeration technique
is proposed to enhance the shape depiction in this sec-
tion. The original relief surface is firstly decomposed as
the low-frequency base surface and the high-frequency
detail surface. The detail layer is then manipulated by a
special salience-domain enhancement function, and the
enhanced surface can finally be obtained by adjusting
the surface normals of the original surface as the cor-
responding final normals of the manipulated surface.
The advantage of our detail exaggeration technique is
that it can adaptively alter the shading of the original
shape to reveal visually salient features whilst keeping
the desired appearance unimpaired.

For the sake of describing our algorithms clearly, we
introduce some new concepts used in the following text.
• Original Relief Surface: the relief surface provided

as an input of the algorithm.
• Base Surface: the low-frequency component ex-

tracted from the original relief surface.
• Detail Surface: the high-frequency component ex-

tracted from the original relief surface.
• Manipulated Surface: the relief surface which has

been modified by the user specified shape manipulation
function to the original relief surface.
• Enhanced Surface: the relief surface returned by

the detail exaggeration algorithm, which has the same
geometry as the original relief surface but its surface
normals are perturbed to highlight the visually salient
regions.

4.1 Shape Decomposition of Relief Surfaces

According to Zatzarinni et al.’s indirect approach[1]

of surface relief extraction, the original relief sur-
face S (always be represented as the triplet {V |S =
(vS ,NS);E|S;F |S} of vertices V |S, edges E|S, and
facets F |S) is composed of a smooth base surface B ⊂
R3 and a height function h : S → R, that is,

S(v) = B(v) + h(v)NB(v), (4)

where the height function h(v) represents the signed
distance from the base surface B to the surface S along
the direction of the base’s unit normal NB(v).

Instead of trying to reconstruct explicitly the base
surface B, the height function h(v) of each vertex v will
be determined implicitly through the relative height
differences of its neighboring vertices along the base
surface normals. For calculating these relative height
differences, the normals of base surface should be pre-
computed via a normal smoothing operation. In prac-
tice, we employ the adaptive and anisotropic Gaussian
mesh filtering scheme to estimate the face normals of
base surface proposed by Ohtake et al.[33] Here, the ver-
tex normals of base surface can then be calculated as
the normalized average of the normals of the incident
faces. Furthermore, by using the estimated vertex nor-
mals {NB(vi), i = 1, 2, . . . , n}, we can calculate the
relative heights of all vertices on the underlying model
by energy minimization. That is, for two adjacent ver-
tices (vi,vj) = ei,j ∈ E, the height difference dh(ei,j)
between these two vertices can be calculated as the pro-
jection of the edge vector onto the average normals at
vi and vj ,

dh(ei,j) = (vi − vj) ·NB(ei,j), (5)

where NB(ei,j) = Ni+Nj

2 /‖Ni+Nj

2 ‖.
The solution to all the surface relief height values

{h(vi), i = 1, 2, . . . , n} can be determined by an overly
constrained system of |E|S| equations with |V |S| varia-
bles,

h(vi)− h(vj) = dh(ei,j), for ∀ ei,j ∈ E|S.

Thus, the relief height values can be estimated by mini-
mizing the following energy functional:

min
h(vi),i=1,2,...,n

∑

ei,j∈E

[h(vi)− h(vj)− dh(ei,j)]2. (6)

It can be solved by the conjugate gradient method[34],
which is an iterative method that can be applied to mul-
tidimensional functional minimization and is optimal in
the mean squared error sense.

Now, if taking the estimated relief height dis-
tribution of an original surface S = {V |S =
(vS ,NS);E|S;F |S} as input, we can easily determine
the base surface as B(v) = S(v) − h(v)NB(v). The
complex models can then be seen as made up of two
layers, i.e., the large features (low-frequency base sur-
face B(v)) defining its overall shape, plus small features
(high-frequency detail surface h(v)NB(v)) accounting
for the relief details.
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4.2 Salience-Based Detail Manipulation
Operation

To facilitate the advanced shape editing and filtering
operations for 3D shapes, Eigensatz et al.[35] presented
a framework of curvature-domain geometry processing,
which performs the editing and filtering operations on
the principal curvature domain and thus reconstructs
the resulting surface to match the desired target curva-
tures by employing an energy optimization step. Here,
for the sake of detail exaggeration, we firstly obtain the
manipulated surface by applying the saliency-domain
enhancement shape manipulation function to the origi-
nal relief surface and then exaggerate the relief details
of the original surface only by adjusting its surface nor-
mal as the corresponding final normal of the manipu-
lated surface.

Inspired by the Gaussian high-pass filtering and en-
hancement filtering used in traditional image process-
ing tasks[36], our saliency-domain shape manipulation
function can be defined as Hhp(s) = 1 − exp[−(s −
s0)2/(2µ2)], where s0 means the average of the relief
saliency of the whole model, and the parameter µ is
the user-defined standard deviation of the Gaussian
function (we set µ = 0.001 in all of our experiments).
The saliency-domain enhancement shape manipulation
function can then be expressed as follows:

R(s) = a + bHhp(s). (7)

Here, Hhp(s) is the Gaussian high-pass shape manipula-
tion function. The two manipulation parameters (a, b)
can control final detail exaggeration results. Finally,
the vertex normal N enhance of the enhanced surface can
be estimated by averaging the face normals incident to
each vertex.

According to Subsection 4.1, we decompose the
original surface into base layer and detail layer, and in-
corporate the relief saliency to influence its detail layer
in the enhanced models as follows.

E(v) = B(v) + R(s(v))h(v)NB(v), (8)

where E(v) represents the manipulated surface, and
R(s(v)) is the user specified shape manipulation func-
tion defined on the relief saliency domain.

However, to keep the desired appearance unim-
paired, it should be emphasized that we will enhance
the shape depiction of 3D complex surfaces by adap-
tively perturbing surface normals. Now, it is easy for us
to perturb the original surface normals, that is, by as-
signing the final normal N enhance of the above manipu-
lated surface E(v) to the corresponding original sur-
face vertex. The final enhanced surface S′ = {V |S′ =
(vS ,N enhance);E|S;F |S} will improve the shape depic-
tion of the original relief surface.

Fig.4 gives our relief detail exaggeration framework
for Armadillo model. The multi-channel salience map
of Armadillo model is firstly calculated (see Fig.4(b))
and the relief height distribution is also extracted (see
Fig.4(c)). The relief detail exaggerated surface (see
Fig.4(d)) can then be obtained in a non-photorealistic
shading scheme.

5 Experimental Results and Discussion

The proposed detail exaggeration technique has been
implemented on a PC with a Pentium IV 3.0GHz CPU,
1 024 MB memory. In a preprocessing step, the multi-
channel salience map and the relief height distribution
for the underlying relief surface are extracted. Then,
guided by the saliency definition, our detail exaggera-
tion scheme is effective for various 3D complex models.
In detail, for the saliency-driven detail manipulation
operation, it will take about 0.35 to 0.88 seconds for
various meshes ranging from 72 K to 173K vertices.

5.1 Different Controls of Detail Exaggeration
Results

In our saliency-driven detail exaggeration scheme,

Fig.4. Relief detail exaggeration framework. (a) Original Armadillo model. (b) Multi-channel salience map of Armadillo model.

(c) Extracted relief height distribution of Armadillo model. (d) Relief detail exaggeration results for Armadillo using manipulation

parameters (a, b) = (3.0, 2.0).
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the two manipulation parameters (a, b) introduced
in the saliency-domain shape manipulation function
R(s) = a + bHhp(s) will always effect the final de-
tail exaggeration results. Fig.5 shows some detail exa-
ggeration results for Dragon, Armadillo and Pegaso
model using different manipulation parameters (a, b)
respectively, in which the relief details have been exa-
ggerated whilst keeping the desired appearance unim-
paired. Here, the large parameters a and b will bring
out more fine-scale salient geometric details of the un-
derlying shape and can convey both detail and overall
shape as clearly as possible.

5.2 Comparisons with Different Detail
Exaggeration Techniques

Essentially, our proposed visual saliency based de-
tail exaggeration scheme is to improve shape depiction
of 3D complex shapes by dynamically perturbing re-
lief surface normals. It is an indirect manner, that is,
to enhance the detail layer by employing a saliency-
domain shape manipulation function and then improve
the surface normals by assigning the normal of the ma-
nipulated surface to the corresponding original surface

vertex.
One work closely related to our saliency-based shad-

ing method is the normal sharpening technique pro-
posed by Cignoni et al.[22], which performs the conven-
tional diffuse shading using a sharpened normal field,
that is, NE = N + k · (N −NL). It depends mainly
on two parameters — the value of the weighting con-
stant k and the amount of low-pass filter to generate
the smooth normals NL by iteratively average each
face normal with the normals of its adjacent faces.
Fig.6 shows some comparisons with different normal
perturbation techniques. In the implementation of our
saliency-guided detail exaggeration technique, we use
the manipulation parameters (a, b) = (3.0, 2.0) for de-
tail manipulation operation (see Fig.6(b)). We also
give the salience guided linear normal enhancement
result[37] by using our multi-channel salience measure
(see Fig.6(d)). Meanwhile, in the implementation of
the normal sharpening technique, we choose the weight-
ing constant k as 0.5, which affects the intensity of the
normal enhancement effect and takes 10 iterations for
normal averaging to smooth the surface normals (see
Fig.6(c)). Compared with the simple normal sharpen-
ing scheme[22], our multi-channel salience based detail

Fig.5. Relief detail exaggeration results for Dragon, Armadillo and Pegaso model using different manipulation parameters. (a) Original

models. Different detail exaggeration results using two manipulation parameters (a, b): (b) (1.0, 2.0). (c) (3.0, 2.0). (d) (3.0, 4.0).
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Fig.6. Detail exaggeration results by different normal perturbation techniques for golf ball model. (a) Original golf ball model. (b)

Detail exaggeration result by our multi-channel salience based technique using manipulation parameters (a, b) = (3.0, 2.0). (c) Detail

exaggeration result by the simple normal sharpening technique[22]. (d) Detail exaggeration result by the linear normal enhancement

technique[37] using our multi-channel salience measure.

exaggeration scheme can effectively bring out the fine-
scale geometric details of the underlying shape and en-
hance the visually salient features of the highly-detailed
relief surface.

Moreover, compared with other detail exaggeration
techniques, our approaches may exaggerate the re-
lief details of the underlying complex shape effectively
(See Fig.7). Compared to the exaggerated shading
scheme[24], our multi-channel salience based technique
can reveal visually salient features without impairing
the desired appearance. Compared with the light warp-
ing technique[25] and radiance scaling technique[26], our
system incorporates the visual salience measure of a
polygon mesh into the detail manipulation which can
guide viewers’ visual attention adequately for expres-
sive rendering.

6 Conclusions and Future Work

In this paper, a multi-channel salience definition for
relief surface is presented by combining three feature
maps, which are determined in terms of local height
distribution, normal difference, and mean curvature

variation between each vertex and its neighbors. By
incorporating our multi-channel salience measure into
the detail exaggeration operation, we develop a novel
saliency-guided shape depiction scheme for exaggerat-
ing the fine-scale relief details by perturbing the surface
normals. The advantage of our approach is that they
can effectively enhance the shape depiction by convey-
ing visually salient mesostructure of the relief surfaces.
The experimental results demonstrate that our non-
photorealistic shading schemes can bring out the sur-
face fine details effectively without impairing the shape
appearance.

In the future work, we will introduce some surface
enhancement techniques to adjust the lighting com-
ponent during 3D shape depiction. Meanwhile, we
have considered the role of surface salience measure
in the context of 3D shape depiction. It will also be
interesting to see how other modeling and rendering
tasks can benefit from our multi-channel salience mea-
sure, such as saliency-guided lighting, saliency-based
re-sampling/simplification, and saliency-driven shape
modeling.

Fig.7. Detail exaggeration comparisons with different surface enhancement techniques for golf ball model. The images of previous

techniques are extracted from their corresponding original papers and supplemental materials. (a) Exaggerate shading[24]. (b) Light

warping[25]. (c) Radiance scaling[26]. (d) Our multi-channel salience based detail exaggeration technique using manipulation parameters

(a, b) = (3.0, 2.0) and white light source.
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