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Abstract—Current video semantic segmentation tasks involve
two main challenges: how to take full advantage of multi-
frame context information, and how to improve computational
efficiency in video processing. To tackle the two challenges
simultaneously, we present a novel Multi-Granularity Context
Network (MGCNet) by aggregating context information at mul-
tiple granularities in a more effective and efficient way. Our
method first converts image features into semantic prototypes,
and then conducts a non-local operation to aggregate the per-
frame and short-term contexts jointly. An additional long-term
context module is introduced to capture the video-level semantic
information during training. By aggregating both local and global
semantic information, a strong feature representation is obtained.
The proposed pixel-to-prototype non-local operation requires
less computational cost than traditional non-local ones, and is
video-friendly since it reuses the semantic prototypes of previous
frames. Moreover, we propose an uncertainty-aware and struc-
tural knowledge distillation strategy to boost the performance
of our method. Experiments on Cityscapes and CamVid datasets
with multiple backbones demonstrate that the proposed MGCNet
outperforms other state-of-the-art methods with high speed and
low latency.

Index Terms—video semantic segmentation, light-weight net-
works, non-local operation.

I. INTRODUCTION

Video semantic segmentation aims to assign pixel-wise
semantic masks to video sequences. It is fundamental for
many vision applications, such as autonomous driving [6], [28]
and robot sensing. Some lightweight semantic segmentation
algorithms [22], [33], [46], [24], [41] can satisfy the real-time
requirement, but they ignore the context information among
video frames, which hampers their performance on the video
task.

Recent video semantic segmentation algorithms can be
classified into two categories. As shown in Fig. 1, one cat-
egory propagates semantic information to capture the global
dependencies frame by frame [36], [26], [19], [38], [50],
but the performance cannot be guaranteed due to the cu-
mulative predicted error. The other category resorts to the
local context aggregation. These algorithms aggregate deep
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(c) our multi-granularity aggregation mechanism

distant frame current framenearby frame

features or predictions context connection

Fig. 1. Illustration of different context aggregation mechanisms in video
semantic segmentation methods. (a) propagates the context information frame
by frame. (b) extracts the multi-frame context only in nearby frames. (c) is
the proposed method, which takes full consideration of both global and local
information by aggregating contexts at different granularities.

features or semantic outputs of several nearby frames via
optical flows [27], [30], attention modules [15], or recurrent
networks [32]. However, the context interaction of local frames
is not enough in the cases of motion blur or short-term
occlusions. How to aggregate multi-frame context information
to achieve high accuracy at a low inference cost is still a
challenging problem in video semantic segmentation.

To address this problem, we present a Multi-Granularity
Context Network (MGCNet) and divide the video context
information into three granularities, i.e., the per-frame, the
short-term, and the long-term contexts. As shown in Fig. 1
(c), these three granularities of context contain semantic in-
formation in the current frame, nearby frames, and distant
frames, respectively. With the carefully-designed network ar-
chitecture, our MGCNet can extract context information at
different granularities efficiently. As a result, both the global
semantic information and the local geometry information can
be captured by our method.
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Fig. 2. The network architecture of the MGCNet. It adopts a shared backbone to extract image features at each frame and then leverages the per-frame,
short-term, and long-term context modules to capture context information at different granularities during training. The pixel-to-prototype non-local operation
is proposed for both per-frame and short-term context modules. The long-term context module is removed to maintain the high speed at the inference time.
R is the frame interval for the distant frame selection.

We propose a pixel-to-prototype non-local operation to
jointly aggregate the per-frame and short-term contexts. It
first assigns pixels with similar features to the same semantic
prototype via a learnable projection matrix and then conducts
the non-local operation between original features and semantic
prototypes. Compared to most previous non-local operations
in semantic segmentation [47], [7], [44], [39], the pixel-to-
prototype one dramatically reduces the computational costs
and can capture the long-range dependencies beyond regular
grids. To further reduce the redundant information among se-
mantic prototypes, a diversity loss is designed to force them to
focus on different spatial regions adaptively. We also propose
a long-term context module to compensate for the long-term
context. It learns to capture video-level semantic information,
which helps improve the performance when motion blur or
partial occlusion occurs in the local frames. At the inference
time, the long-term context module is removed to avoid the
cumulative predicted errors from the distant frames. Thanks
to the per-frame, short-term, and long-term context modules,
our method can generate a discriminative and complementary
representation for video semantic segmentation.

To further boost the accuracy, an uncertainty-aware and
structural knowledge distillation strategy is proposed. Different
from the previous knowledge distillation strategies in video
semantic segmentation which treat the correlations between
complex and compact models equally at every location, we

estimate the uncertainty of the complex model and then use
it to guide the distillation. Thus the importance of uncertain
predictions of the complex model is reduced to suppress
additional errors. In addition to the pixel-wise correlations,
we also calculate the prototype-wise correlations. Since the
semantic prototypes aggregate pixels with similar features,
they implicitly contain the semantic and geometry information.
By modeling both pixel-wise and prototype-wise correlations,
extra context and structural knowledge can be learned from the
complex model. To verify the effectiveness of our approach,
we adopt different lightweight networks (i.e., MobileNetV2,
ResNet18, and ResNet50) as the backbone of our compact
model, and evaluate the performance on Cityscapes and
CamVid datasets. At each inference step, the long-term context
module is removed and the semantic prototypes of previous
frames can be reused to further reduce the computational
redundancy.

The main contributions of our paper are summarized as
follows:

• We propose the MGCNet for efficient video semantic
segmentation by capturing context information at multiple
granularities. Our approach leverages the local and global
semantic information from the complementary per-frame,
short-term, and long-term contexts. By removing the
long-term context module and reusing semantic proto-
types of previous frames, the computational cost is further
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reduced at the inference time.

• We propose a novel pixel-to-prototype non-local opera-
tion to extract the per-frame and the short-term contexts
efficiently. It can capture long-range dependencies be-
yond regular grids with less computational complexity.
Our approach reduces the redundancy among semantic
prototypes by adopting a diversity loss. Besides, a long-
term context module is proposed to extract video-level
context information.

• We introduce an uncertainty-aware and structural knowl-
edge distillation strategy to further boost the performance
of our approach. With the uncertainty map of complex
models, additional errors caused by the uncertain infer-
ence are suppressed. By modeling both pixel-wise and
prototype-wise correlations, the context and structural
knowledge from complex models can be propagated to
compact ones.

• Experimental results on the Cityscapes and CamVid
datasets indicate that the proposed MGCNet outperforms
the state-of-the-art video semantic segmentation methods
with a relatively high inference speed and a low latency.

II. RELATED WORK

In this section, the previous works related to video semantic
segmentation, non-local operation, and knowledge distillation
are briefly reviewed.

A. Video Semantic Segmentation

Video semantic segmentation aims at pixel-wise dense la-
beling for all frames of a video sequence. Previous works
focus on leveraging the temporal information from multi-
ple frames [20], [15], [32], or improving the trade-off of
accuracy and speed by selecting keyframes and reusing the
previous high-level context information [36], [30], [26], [19].
CLK [36] introduces the clock signals to reuse the feature
maps directly. The segmentation networks are manually di-
vided into different stages which are skipped according to the
clock signals during testing. PEARL [20] proposes a unified
framework to address the semantic segmentation and the frame
prediction jointly, and the additional semantic information is
learned via the auxiliary task. LVS [26] adaptively propa-
gates and fuses the semantic information with the spatially
variant convolution. It can dynamically select the keyframes
based on the predictive accuracy of segmentation models.
Accel [19] presents a two-branch network to extract high-
detail features at keyframes and warps these features to the
rest frames with optical flow, leading to a high inference speed
on average. However, these methods also require a heavy
computational cost at the keyframe, which prevents them
from being used in autonomous driving applications. Recently,
some methods have been proposed to reduce the per-frame
maximum latency in video processing. TDNet [15] leverages
the inherent temporal continuity by distributing sub-networks
over sequential frames. It achieves a balanced latency while
the usage of multiple sub-networks results in a large number

of parameters of segmentation models. ETC [30] presents an
efficient temporal consistency loss to enhance the performance
of image segmentation models with video sequences. Without
additional computation overhead in the inference phase, this
training framework can explicitly improve the consistency
among frames. In this paper, we divide the semantic contexts
into different granularities and leverage the multi-granularity
context information to solve the video semantic segmentation
problem. Furthermore, an uncertainty-aware and structural
knowledge distillation strategy is proposed to further boost
the accuracy while maintaining the speed of our method.

B. Non-local Operation

Many non-local operations [13], [37] have been proposed
to capture the long-range dependencies in many computer
vision tasks, such as video classification [37], [14], object
detection [13], [10], [3], and semantic segmentation [7], [17],
[51], [40]. The relation network [13] combines the semantic
features with the localization features to capture the relation
between object proposals. PSANet [47] and OCNet [44] apply
non-local blocks to model spatial attention. DANet [7] further
introduces self-attention modules at both spatial and channel
dimensions. DNL [39] splits the attention computation into
a whitened pairwise term and a unary term to facilitate
learning for both terms. Although these pixel-to-pixel non-
local operations are proved to be effective, the prohibitive com-
putation prevents them from being widely used for real-time
scenes directly. Recently, some works focus on simplifying and
speeding up the traditional non-local operation. CCNet [17]
presents a recurrent criss-cross non-local attention module.
Each pixel just interacts with other ones within the same
columns or rows of the feature maps. ANN [51] leverages
a pyramid sampling module to reduce the computation com-
plexity. It first aggregates the local contexts in regular grids
then distributes them to every pixel. RGNN [40] learns to
aggregate the context information beyond the regular grids.
A spatial offset matrix is trained to adaptively select proper
candidates for each pixel. OCRNet [43] aggregates category-
level prototypes for feature augmentation. The number of
prototypes is based on the category number of the dataset.
Different from OCRNet, our prototype generation module is
trained in an unsupervised way and more suitable for the video
task, in which not all the training data are labeled. Besides,
the total number of prototypes is more flexible than OCRNet,
which can satisfy various cases in terms of computational
costs. EMANet [25] formulates the non-local attention in an
expectation-maximization manner to reduce the computational
costs. Compared to EMANet, our method avoids iterative
attention mechanisms and can be modulated with the proposed
diversity loss. In this paper, we propose an efficient pixel-to-
prototype non-local operation to aggregate the per-frame and
short-term contexts among nearby frames.

C. Knowledge Distillation in Semantic Segmentation

Knowledge distillation [12] has been proved effective for
performance improvement in classification tasks. In knowledge
distillation, the teacher model often has a large volume of
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Fig. 3. The architectures of pixel-to-pixel non-local operation, pixel-to-prototype non-local operation, and multi-frame pixel-to-prototype non-local operation.
θ, ϕ, and g are three linear transformations. ⊗ indicates the matrix multiplication. σ indicates the Softmax operation.

parameters to achieve accuracy saturation. The student model
is more compact than the teacher model for higher inference
speed. During training, the predicted masks or the intermediate
features of the teacher model can be viewed as the soft
guidance of the student model. Previous methods [11], [29]
utilize knowledge distillation strategies to enhance the seg-
mentation accuracy while ignoring the temporal information of
video clips. To capture the temporal information, TDNet [15]
proposes a grouped knowledge distillation strategy to provide
the soft guidance in both full-feature space and sub-feature
space. ETC [30] leverages an optical estimation method to
model the pixel-wise motion information between two nearby
frames and improves the temporal consistency via knowledge
distillation. In this paper, we propose an uncertainty-aware and
structural knowledge distillation strategy for video semantic
segmentation. It estimates the uncertainty map to dynamically
assign the loss weight of each pixel. In addition to learning
the pixel-level knowledge, the prototype-level knowledge con-
taining semantic and structural information is also considered
during training. By utilizing multi-level knowledge jointly, the
proposed distillation strategy can improve the accuracy of our
method without extra computational costs during the inference
phase.

III. APPROACH

In this section, we elaborate on the proposed MGCNet for
efficient video semantic segmentation, which is illustrated in
Fig. 2. We first introduce the per-frame context module to
aggregate the intra-frame context by the pixel-to-prototype
non-local operation (see § III-A), then we extend the ag-
gregation size of the non-local operation to nearby frames
and introduce the short-term context module for inter-frame
context aggregation (see § III-B). To capture video-level
semantic contexts, the long-term context module is applied
(see § III-C). Finally, the uncertainty-aware and structural
knowledge distillation strategy is employed to further boost
the accuracy of our approach (see § III-D).

A. Per-frame Context Module

Following the FCN-based algorithms, we feed the image
into basic networks to extract the per-frame features, and then
introduce a global context module for the intra-frame feature
augmentation. Existing algorithms [44], [7], [17] adopt the
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Fig. 4. The calculation process of the diversity value. Assuming that the
projection matrix is binary, the left case shows that each semantic prototype
aggregates the same pixel features. The right case shows that the prototypes
focus on totally different regions, and reach the upper bound of the diversity
value.

non-local attention module to generate the global context by
computing the pixel-to-pixel dependencies. However, as shown
in Fig. 3 (a), the pixel-to-pixel non-local operation is time-
consuming and contains redundant computations, because only
a certain part of the pixels are highly corresponding to each
other [40]. To reduce the redundant computation, we pro-
pose a pixel-to-prototype non-local operation. It first converts
the pixel-wise feature maps into semantic prototypes with a
learnable soft projection matrix, then performs the non-local
operation between pixel features and semantic prototypes.
Since the number of semantic prototypes is much less than the
number of pixels, the computational cost can be significantly
reduced.

Pixel-to-prototype non-local operation: Given the image
features Xt ∈ RC×H×W of the t-th frame It, where C, H and
W represent the channel, height, and width, the soft projection
matrix is computed as follows:

Pt = σ(Conv(Xt)) ∈ RN×H×W , (1)

where N is the number of the semantic prototypes and it is
much smaller than the total number of pixels, Conv denotes
the learnable 1 × 1 convolutional layer, and σ denotes the
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Softmax operation along the spatial dimensions. Then Xt

can be converted into semantic prototypes Nt with matrix
multiplication:

Nt = γ(Xt)γ(Pt)
T ∈ RC×N , (2)

where γ(∗) is the reshaping operation, and γ(Xt) ∈ RC×HW .
For brevity, we denote γ(Xt) as Xt in the following of this
section.

Each semantic prototype contains a C dimensional feature
embedding. Then the non-local operation between pixel-wise
features Xt and semantic prototypes Nt is performed to obtain
the per-frame context augmented features X̂t:

X̃t = σ(θ(Xt)ϕ(Nt)
T
)g(Nt) ∈ RC×HW , (3)

X̂t = Fout(Xt||X̃t) ∈ RC×HW , (4)

where θ, ϕ, and g denote three linear transformations, || is the
concatenating operation, and Fout is implemented with the
1× 1 convolutional layer to reduce the channel dimension of
augmented features. As shown in Fig. 3 (b), the computational
complexity is reduced from O(CH2W 2) to O(CHWN) by
replacing the traditional pixel-to-pixel non-local operation with
the pixel-to-prototype one. Note that usually N ≪ HW . For
example, for the 769 × 769 input images, the resolution of
feature maps HW = 97 × 97 = 9409, and N = 32 in our
experimental implementations.

Diversity loss for prototype generation: Benefiting from
the end-to-end training process, the per-frame context mod-
ule can learn to aggregate semantic prototypes for feature
augmentation adaptively. However, it may aggregate pixels
in similar regions for different prototypes, which results in
information redundancy. To solve this problem, we propose
a diversity loss to reduce the redundancy among semantic
prototypes by forcing them to focus on different semantically
discriminative regions. We first compute the diversity value of
semantic prototypes based on the soft projection matrix Pt in
Eq. 1 as follows:

div(Pt) =
1

N

HW∑
m=1

max
n=1,2,...,N

[γ(Pt)]n,m, (5)

where N is the number of the semantic prototypes and γ is the
reshaping operation. Fig. 4 illustrates the calculation process of
the diversity value div(Pt) ∈ [ 1N , 1]. When div(Pt) reaches
the minimum value, all semantic prototypes degenerate into
one prototype. Note that the greater value of div(Pt), the more
diversity of the prototypes. Then the diversity loss is employed
to punish the low diversity situation of Pt:

Ldiv = max(θdiv − div(Pt), 0), (6)

where θdiv is the diversity threshold of the soft projection ma-
trix. Instead of adopting the L1 or L2 losses which constrain
the div(Pt) to converge to a specific scalar value, we add a
one-side constraint on Pt, so the non-local operation module
can learn an optimal Pt with higher diversity.

B. Short-term Context Module

The short-term context module is proposed to transform the
context information from previous frames to the current frame.
Given a frame pair {It−τ , It}, where t indicates the index
of current frame and τ indicates a small positive integer, the
short-term context module is applied to generate the inter-
frame context augmented features. Similar to Eq. 1 and Eq. 2,
the semantic prototypes of the previous frame Nt−τ are used
and a non-local operation is performed between Nt−τ and Xt

to capture inter-frame context information:

X̃t−τ,t = σ(θ(Xt)ϕ(Nt−τ )
T
)g(Nt−τ ) ∈ RC×HW , (7)

X̂t−τ,t = Fout(Xt||X̃t−τ,t) ∈ RC×HW . (8)

Although X̂t−τ,t contains spatial-temporal context infor-
mation of the frame pair, it is not sufficient to handle chal-
lenging situations like motion blur, illumination variation, and
object occlusion. To achieve better performance, the context
information of multiple local frames is leveraged. Notice that
the semantic prototypes can be reused in the process of both
the per-frame context aggregation and the short-term context
aggregation, the prototype generation only needs to be carried
out once for each frame at the inference time. The per-frame
and the short-term context can be aggregated jointly via the
same non-local operation (see Fig. 3 (c)). Considering the
trade-off between accuracy and speed, we propose two types
of short-term context modules.

Multi-stream short-term context module (MSC).
Given the current frame {It} and a sequence of previ-
ous frames {It−1, It−2, ..., It−T }, the corresponding fea-
tures augmented with the short-term context information
{X̂t−1,t, X̂t−2,t, ..., X̂t−T,t} are generated with the pixel-to-
prototype non-local operation. T is the number of previous
frames, and the computational complexity is O(TCHWN).
After the non-local operation, these augmented features are fed
into different segmentation streams to separately generate the
predictions for the current frame {St−1,t, St−2,t, ..., St−T,t}.
These segmentation streams have the same architecture but
with different parameters. Each stream consists of a 3 × 3
convolutional layer and a 1× 1 convolutional layer. The final
output of our method is the average of all predictions:

S̄ =
1

T + 1

T∑
τ=0

St−τ,t, (9)

where St,t denotes the prediction obtained from the per-frame
context module. With the multiple context information from
both the current and nearby frames, our method is more robust
to short-term challenging scenarios.

Inspired by the co-training assumption [35], [48], we regard
each frame pair {It−τ , It} as a view of the video sequence,
and adopt a co-training loss Lcot to encourage the segmenta-
tion streams to learn different and complementary knowledge
among frame pairs:

Lcot = H(
1

T + 1

T∑
τ=0

St−τ,t)−
1

T + 1

T∑
τ=0

H(St−τ,t), (10)
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where H(∗) = E[− log (∗)]. This co-training loss helps the
segmentation streams learn from each other, which leads to
better ensemble performance.

Single-stream short-term context module (SSC). To fur-
ther reduce the computation cost of our method, we propose
the single-stream short-term context module. Instead of per-
forming the non-local operation multiple times when a new
frame comes, it only calls for the non-local operation once.
The semantic prototypes of multiple frames are first concate-
nated together to form the local prototype set Nt−T :t, where
Nt−T :t = (Nt−T || ... || Nt) ∈ RC×(T+1)N , then a non-local
operation is carried out between Xt and Nt−T :t to generate
the augmented features. Finally, these augmented features are
fed into a single segmentation head to obtain the segmentation
mask S. Compared to the MSC, the SSC just feeds augmented
features to the segmentation head once to obtain the final
predicted result, leading to a faster inference speed. By reusing
the semantic prototype features of previous frames, the short-
term context module can achieve fast inference speed with a
balanced low latency.

Benefiting from the multi-stream architecture and the extra
co-training loss, the MSC achieves better performance in terms
of accuracy, while the SSC requires a lower computation cost.
To further boost performance, we employ the MSC/SSC in
the Teacher/Student models, and propose a novel knowledge
distillation strategy in § III-D.

Algorithm 1 Inference pipeline of the proposed MGCNet
Input: Video sequence with the total frame number N ; Max-

imum frame number of short-term context module T .
Output: Segmentation results {St}Nt=1.

1: Initialize the pool of semantic prototypes P = ∅
2: Initialize the current frame index t = 0
3: while t < N do
4: Generate the per-frame features Xt

5: Transform Xt into the semantic prototypes Nt

6: Push Nt into P
7: if t < T then
8: Generate St with the per-frame module
9: else

10: Pop out the prototypes of the oldest frame in P
11: Generate the St with the short-term module
12: end if
13: t = t+ 1
14: end while

C. Long-term Context Module

Although the spatial information of distant frames is not
effective due to the object and camera movement, it is still
useful to capture the video-level context information. When
the motion blur or partial occlusion occurs in a short-term
time span, looking out of the local frames gives the models
additional information to handle these problems. To this end,
we introduce the long-term context module during training.
As shown in Fig. 2, the image features from nearby frames
are fed into the long-term context module, together with the

Teacher Model

Student Model

ҧ𝑆

ℒ𝑠𝑒𝑔

ℒ𝑠𝑡 ℒ𝑢𝑐𝑡

𝑆

Fig. 5. The overall training framework with the proposed knowledge
distillation strategy. During training, the parameters of Teacher Model are
fixed and the lightweight Student Model is trained with Lseg , Lst, and Luct

jointly.

same number of features from distant frames. Since the input
carries the global information of a video, the long-term context
can be aggregated. The long-term context module consists of
a global pooling layer and a multilayer perceptron. During
training, we assign each training video a separate ID, and a
classification loss Lcls is utilized for supervision. The long-
term context module is introduced to learn video-level fine-
grained scene information during training. At the inference
time, the long-term module is removed to avoid additional
computational costs. The inference pipeline of the proposed
method is summarized in Alg. 1.

The proposed MGNet is trained to jointly aggregate the per-
frame, the short-term, and the long-term context information
in an end-to-end manner. The total segmentation loss Lseg of
MCGNet equipped with the MSC is as follows:

Lseg = Lmask + α1Ldiv + α2Lcls + α3Lcot, (11)

where Lmask is supervised by the segmentation annotations,
and the binary cross-entropy loss is adopted as Lcls. We set
α1 = 1.0, α2 = 0.4, and α3 = 0.5 in our experiments. When
the SSC is introduced as the short-term context module, the
co-training loss Lcot is removed during training.

D. Uncertainty-aware and Structural Knowledge Distillation

We build an effective distillation mechanism to improve the
performance of the compact model while maintaining the high
inference speed. As shown in Fig. 5, the teacher model is first
trained with large backbone networks to reach performance
saturation. Then the teacher model is fixed and the student
model is trained. Our distillation method adopts different
network architectures of the teacher and student models, which
not only helps transfer the structural and semantic knowledge
but also reduces the computation cost of the student model at
the same time.

Model Architecture: For the teacher model, we choose
ResNet101 as the backbone network, and introduce the MSC
as the short-term context module. For the student model,
we choose MobileNetV2, ResNet18 and ResNet50 as the
backbone networks, and introduce the SSC as the short-term
context module.

Uncertainty-aware Knowledge Distillation: For uncer-
tainty estimation of the teacher module, the Monte Carlo
Dropout [9], [21], [23] is applied at each segmentation stream
in the MSC. Similar to [2], [16], [18], the final prediction of
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the teacher model is generated by the mean probability map S̄
according to Eq. 9, and the uncertainty map is approximated
as:

U =
1

T + 1

T∑
τ=0

(St−τ,t
2 − S̄2), (12)

where U calculates the variance of multi-steam predictions at
each pixel. U and S̄ have the same spatial size as ground-truth
labels. Following the assumption of uncertainty estimation, the
uncertainty map measures the pixel-wise predicted confidence
of the models, so we regard U as a soft weight on the whole
predictions:

Luct =
1

HW

HW∑
i=1

(1− U)KL(SS(i), ST (i)), (13)

where KL denotes the Kullback-Leibler divergence, SS and
ST are the segmentation masks of the student model and the
teacher model, respectively.

Structural Knowledge Distillation: In addition to the
above pixel-level distillation, we also design a prototype-level
distillation strategy to learn structural information from the
teacher model. Since the soft projection matrix in the pixel-
to-prototype non-local operation is used to aggregate pixels
into semantic prototypes, it contains semantically structural
information of images. To implicitly transfer the structural
knowledge, we propose a structural distillation loss as follows:

Lst =
1

HW

HW∑
i=1

KL(PS(i), PT (i)), (14)

where PS and PT are the soft projection matrix of the student
and the teacher models, respectively. The total loss of the
student model is a combination of the segmentation loss and
the knowledge distillation losses:

Ltotal = Lseg + β1Luct + β2Lst, (15)

where we empirically set β1 = 0.5 and β2 = 0.4 in
our implementations. The knowledge distillation has been
applied in previous semantic segmentation methods [15], [30].
Different from these methods, we estimate the uncertainty
with spatial-temporal information, and both pixel-wise and
prototype-wise knowledge are utilized. Our uncertainty-aware
and structural knowledge distillation strategy is proposed to
boost the performance of the lightweight models, which can
further improve the efficiency of our method.

IV. EXPERIMENTS

In this section, the datasets and metrics are introduced
in §IV-A. The implementation details are provided in §IV-B.
Then the ablation studies are carried out in §IV-C to eval-
uate the effectiveness of the proposed modules. Finally, the
experimental results in comparison to other state-of-the-arts
are shown in §IV-D.

A. Datasets & Metrics

Datasets. We evaluate our method on Cityscapes [4] and
CamVid [1] datasets. The Cityscapes dataset is built for urban
scene understanding. It consists of 2,975, 500, and 1,525 frame
snippets for training, validation, and testing, respectively.
There are 30 annotated classes in the dataset, and 19 of them
are used for semantic segmentation. The resolution of frames is
1024×2048, with a ground truth annotation of the 20th frame
in each snippet. The CamVid dataset contains 467, 100, and
233 frame snippets with annotations of 11 semantic classes.
The resolution of frames is 720 × 960, and the ground truth
annotation of the 30th frame is provided in each snippet.

Metrics. Following the previous works, we use the mean
Intersection-over-Union (mIoU) to evaluate the accuracy.
Mathematically, the mIoU can be formulated as follows:

IoU =
tp

tp+ fp+ fn
, (16)

mIoU =
1

N

N∑
n=1

IoU, (17)

where the IoU score is leveraged to evaluate the accuracy of
binary classification. The tp, fp, and fn are the number of
pixels belonging to the true-positive, false-positive, and false-
negative sets, respectively. N is the total number of semantic
categories. In addition to mIoU, the average inference time and
the per-frame maximum latency are also used for efficiency
analysis.

B. Implementation Details

Our model is initialized with ImageNet [5] pre-trained
parameters. For the training data augmentation, we perform
the mean subtraction, random horizontal flipping, random
scaling in [0.5, 2.0], random cropping, and random bright-
ness in [−10, 10]. The mini-batch stochastic gradient descent
(SGD) is employed. The momentum is 0.9 with weight decay
0.0005. The learning rate is initialized as 0.01 and decayed
by (1 − iter

max iter )
0.9 at each iteration. We train our models

with a batch size of 8 for 120k iterations. The Sync-BN [45]
is applied. The auxiliary supervision and the OHEM cross-
entropy loss are applied in Lmask. For the Teacher Model,
the ResNet101 is selected as the backbone network. For the
Student Model, the ResNet50, ResNet18, and MobileNetV2
are selected as backbones. The input resolution of our method
is 769 × 769 and 769 × 1537 for the Cityscapes dataset.
The input resolution is 560 × 560 for the CamVid dataset.
During testing, the Student Models are used for performance
comparison and the long-term context module in §III-C is
removed to improve inference speed. The model predictions
are resized to the original resolution for evaluation. The
number of per-frame semantic prototypes N for the pixel-to-
prototype non-local operation is 32. The diversity threshold
θdiv in Eq. 6 is 0.25. The number of previous frames in the
short-term context module is 3. The frame interval for the
distant frame selection is 5 in the long-term context module.
To obtain the reported results in the testing split, both the
training and validation sets are used during training.
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(a) image (c) projection maps w/o diversity loss

(b) ground truth (d) projection maps with diversity loss

(a) image (c) projection maps w/o diversity loss

(b) ground truth (d) projection maps with diversity loss

Fig. 6. Visualized results for the soft projection matrix Pt in Eq. 1 on Cityscapes dataset. Four channels of Pt are randomly selected and normalized with
Sigmoid operation for better visualization quality. Given the (a) input image and the (b) corresponding ground truth, the projection maps with and without
diversity loss are illustrated in (c) and (d), respectively. By introducing diversity loss, the projection matrix can focus on different and semantic regions
effectively, leading to less information redundancy within the semantic prototypes.

TABLE I
EFFECTIVENESS ANALYSIS OF THE PROPOSED PER-FRAME (PF.),

SHORT-TERM (ST.), LONG-TERM (LT.) MODULES, AND
UNCERTAINTY-AWARE AND STRUCTURAL KNOWLEDGE DISTILLATION

(KD.) STRATEGY ON THE CITYSCAPES VALIDATION SET.

pf. st. lt. kd. mIoU (%) speed (ms) max latency (ms)

68.8 42.7 42.7
✓ 71.5 46.3 46.3
✓ ✓ 71.8 46.3 46.3
✓ ✓ 73.0 48.6 48.6
✓ ✓ ✓ 73.7 48.6 48.6
✓ ✓ ✓ ✓ 75.1 48.6 48.6

The proposed method is implemented on PyTorch [34]. All
the networks are trained on 8 TESLA V100 GPUs, and the
speed is evaluated on the GTX 1080Ti GPUs.

C. Ablations

We conduct the ablation studies on Cityscapes validation
set. The resolution of input images is 769× 769. Most of the
experiments are carried out on ResNet18. For the knowledge
distill evaluation, we also report results on MobileNetV2 to
verify the generalization ability.

Overall Comparison. In this part, we evaluate the effec-
tiveness of the proposed context modules and the knowledge
distillation strategy. The accuracy and the speed metrics are re-
ported in Table I. Our baseline model is built with FCN8s [31]

and trained with every single labeled frame. As shown in
the first row of Table I, it achieves 68.8% mIoU. We first
build our image segmentation model by adding the per-frame
context module into the baseline and report the results in the
second row. The aggregation of intra-frame contexts brings
2.7% mIoU improvement. To capture the inter-frame context,
the short-term and long-term context modules are further in-
troduced, and the mIoU is improved from 71.5% to 73.0% and
71.8%, respectively. As shown in the fifth row, by applying the
per-frame, short-term, and long-term context modules jointly,
better performance is achieved, which demonstrates that the
multi-granularity context information is complementary and
discriminative to video semantic segmentation. The mIoU
can be improved from 68.8% to 73.7%. To further boost
the performance of our method, we introduce the proposed
distillation strategy during training and obtain an extra 1.4%
mIoU improvement. Our complete method achieves 6.3%
mIoU improvement in comparison to the result of baseline
model in the first row of Table I.

We also evaluate the average inference time and the per-
frame max latency for the proposed modules. The average
inference time is increased from 42.7 ms to 46.3 ms by
introducing the per-frame module. An additional 2.3 ms is
required by further introducing the short-time context module.
The long-term context module is just utilized during training
and can be removed during testing, avoiding the improve-
ment of inference time. Besides, the proposed knowledge
distillation strategy can also enhance the performance of our
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(a) img (f) ground truth(b) pf. (c) pf.+st. (d) pf.+st.+lt. (e) pf.+st.+lt.+kd.

Fig. 7. Qualitative results of our method on the Cityscapes dataset. The pf., st., and lt. denote the per-frame, short-term, and long-term modules, respectively.
The kd. denotes the proposed knowledge distillation strategy.

TABLE II
COMPARISON OF THE SHORT-TERM CONTEXT MODULES ON THE
CITYSCAPES VALIDATION SET. N IS THE NUMBER OF SEMANTIC

PROTOTYPES IN EACH FRAME.

module Ldiv N=8 N=16 N=32 N=64 N=128

MSC 72.5 72.6 73.0 73.3 73.4
✓ 72.9 73.1 73.4 73.6 73.6

SSC 72.2 72.3 72.4 72.7 72.8
✓ 72.5 72.8 73.0 72.8 73.2

method without the extra computational costs during inferring.
Compared to the baseline model, the average inference time
is only increased by 6.0 ms due to the efficiency of our
proposed modules. Different from the keyframe-based video
semantic segmentation methods [36], [19], [26] which require
more inference time at a certain frame, our method regards
each frame equally and leverages the semantic prototypes for
efficient context aggregation. The per-frame max latency is the
same as the average inference time in video processing in all
variants of our method, which is more friendly to the video
segmentation applications.

Evaluation on Pixel-to-prototype Non-local Operation.
The pixel-to-prototype non-local operation is proposed to
aggregate both the per-frame and the short-term context infor-
mation in a unified manner. We perform ablation experiments
about the diversity loss Ldiv and the per-frame prototype
number N on the MSC and the SSC modules proposed in
§ III-B. The mIoU results are reported in Table II. As shown
in the table, the MSC achieves higher accuracy while the
SSC has a faster inference speed under the same hyper-
parameter settings. The diversity loss is designed to reduce

the redundancy among per-frame semantic prototypes. When
equipped with the diversity loss, both the MSC and the SSC
modules obtain performance improvements, which demon-
strates the effectiveness. In detail, when N = 32, the mIoU
of MSC is improved from 73.0% to 73.4%, and the mIoU
of SSC is improved from 72.4% to 73.0%. The per-frame
prototype number N is another significant hyper-parameter
for our method. Different from OCRNet [43], our method
learns to construct semantic prototypes in an unsupervised
way, so each semantic prototype not just focuses on a certain
semantic category. OCRNet requires the model to learn a fixed
number of prototypes such as 19 for Cityscapes [4] and 150
for ADE20k [49], while our prototype generation strategy is
more flexible than OCRNet since the per-frame prototypes
can be any number such as 32 in our main experiments. We
report the results of MSC and SSC with a different number
of prototypes including 8, 16, 32, 64, and 128 for each frame.
The accuracy can be improved by adopting a larger number of
semantic prototypes and the improvement of accuracy tends
to saturation with 128 prototypes. Especially for SSC, our
model without diversity loss achieves 72.8% mIoU when N
equals 128. With the help of diversity loss, the redundant
information among prototypes is reduced and our model can
reach comparable performance with only a quarter of N.
Considering the trade-off between accuracy and speed, we set
the per-frame prototype number as 32 in our main experiments.
Moreover, we employ the MSC for the complex model to get
higher accuracy and the SSC for the lightweight model to
maintain the high speed, and propose a distillation strategy to
narrow the performance gap between the two models.

Comparison to Pixel-to-pixel Non-local Operation. The
non-local operation is utilized to aggregate the context infor-
mation for semantic segmentation by capturing the long-range
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TABLE III
EFFECTIVENESS EVALUATION OF THE NON-LOCAL OPERATIONS. FOR THE

PIXEL-TO-PROTOTYPE NON-LOCAL OPERATION, THE PER-FRAME
PROTOTYPE NUMBER N IS 32.

non-local operation Ldiv mIoU speed

pixel-to-pixel 72.5 55.4

pixel-to-prototype 72.4 48.6

pixel-to-prototype ✓ 73.0 48.6

relation among pixels. We compare our pixel-to-prototype
non-local operation with the traditional pixel-to-pixel one and
report the results in Table III. The SSC module is adopted
for the two non-local operations. The pixel-to-pixel non-local
operation calculates the pixel-wise affinity matrix directly
and achieves 72.5% mIoU. Our pixel-to-prototype one first
transforms the feature maps into semantic prototypes then
calculates the affinity matrix between image features and
semantic prototypes. It achieves 72.4% mIoU when leveraging
32 prototypes at each frame. By further introducing the
diversity loss during training, the proposed non-local operation
obtains 0.6% mIoU improvement, which even outperforms
the pixel-to-pixel one. The experimental results in Tabel III
demonstrate that the noise existing in the traditional non-
local operation can be reduced by our method. The diversity
loss helps the models learn proper feature representation
for video semantic segmentation. For the speed comparison,
our method requires 48.6 ms/frame while the pixel-to-pixel
non-local operation requires 55.4 ms/frame. Our method can
achieve higher accuracy with lower computational costs than
the pixel-to-pixel one.

Visualization of Soft Projection Matrix. The visualization
of soft projection matrix of Eq. 1 is illustrated in Fig. 6. For
each input image, we randomly select 4 projection maps from
the soft projection matrix, and each projection map can be
leveraged to form a certain semantic prototype. The projection
maps are normalized with Sigmoid operation. The lighter the
pixel, the more contribution to the prototype. As shown in
Fig. 6 (c), the difference between projection maps is insignif-
icant when trained without the diversity loss. To increase the
difference, the diversity loss is adopted. As shown in Fig. 6 (d),
projection maps are able to adaptively focus on different
semantic regions, which reduces the information redundancy
among semantic prototypes. Moreover, we observe that the
diversity loss has the potential to help the segmentation model
aggregate the hierarchical semantic information. As shown in
the upper example of Fig. 6, the first projection map in (d)
highlights pixels belonging to the “car” and the “bus” category,
which means this prototype focuses more on the “vehicle”
parent category. And the second projection map in (d) just
focuses on the “bus” category. Such hierarchical information
may increase the interpretability of semantic prototypes in the
case when the per-frame prototype number is larger than the
semantic categories of the dataset.

Evaluation on Co-training Loss. The co-training loss Lcot

TABLE IV
EFFECTIVENESS ANALYSIS ON THE NUMBER OF PREVIOUS FRAMES T IN

THE SHORT-TERM CONTEXT MODULE.

T 0 1 2 3

mIoU 71.8 73.0 73.4 73.7
speed 46.3 46.8 47.5 48.6

TABLE V
EFFECTIVENESS ANALYSIS ON THE CO-TRAINING LOSS WITH THE MSC.

α3 IS THE LOSS WEIGHT IN EQ. 10.

α3 0.0 0.1 0.3 0.5 1.0

mIoU 78.8 79.2 79.2 79.4 79.1

is adopted to improve the accuracy of MSC. It encourages the
multiple segmentation streams to learn the discriminate and
complementary segmentation information. Since the MSC is
only used for the Teacher Model, we evaluate the effectiveness
of Lcot on the ResNet101 backbone with different loss weight
α3 of Eq. 11. As shown in Table V, the α3 = 0.0 denotes
the case that trained without the co-training loss. It achieves
78.8% mIoU. The performance can be improved by adopting
the Lcot. The α3 is empirically set at 0.5 and 0.6% mIoU
improvement can be achieved.

Evaluation on Number of Previous Frames. To evaluate
the effectiveness of our spatial-temporal context aggregation
strategy, experiments about the number of previous frames
are carried out and the results are shown in Table IV. The
backbone network is ResNet18 and the SSC is selected as the
short-term context module. The model is trained without the
proposed knowledge distillation strategy. When the number
of previous frames comes to 0, the SSC degenerates into
the per-frame context module and only the current context
information is utilized for video semantic segmentation. It
achieves 71.8% mIoU. By adding just one previous frame, the
mIoU is improved from 71.8% to 73.0%, which demonstrates
the significance of the temporal information for video semantic
segmentation. As shown in the table, the more previous frames,
the better segmentation performance in terms of the mIoU met-
ric. Our context aggregation modules is effective and the mIoU
is improved from 71.8% to 73.7%. For the speed evaluation,
the per-frame context module requires 46.3 ms/frame inference
speed. Since the proposed non-local operation can reuse the
semantic prototypes of previous frames during inferring, the
semantic prototypes are just calculated once for each frame.
The improvement of computational costs is acceptable when
incorporating more previous frames for context aggregation.
When incorporating 3 previous frames, the average inference
speed is only increased from 46.3 ms/frame to 48.6 ms/frame
in our method. In our main experiments, the number of
previous frame is set as 3 considering the tradeoff between
accuracy and speed.

Evaluation on Knowledge Distillation Strategy. Tradi-
tional knowledge distillation leverages the pixel-wise predic-
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TABLE VI
INFLUENCE OF THE PROPOSED KNOWLEDGE DISTILLATION STRATEGY IN

TERMS OF THE MIOU (%) METRIC. THE EFFECTIVENESS OF Luct AND Lst

IS ANALYZED.

Model Backbone Luct Lst mIoU

T-Net ResNet101 - - 79.4

S-Net ResNet18

73.7
✓ 74.6

✓ 74.4
✓ ✓ 75.1

S-Net MobileNetV2

73.4
✓ 74.4

✓ 73.8
✓ ✓ 74.7

tions of the Teacher Networks (T-Net) to guide the learning
process of the Student Networks (S-Net). However, it regards
each pixel equally and ignores the predicted confidence of T-
Net. The predicted error of the T-Net may affect the learning
of S-Net. To suppress such noise during training, we leverage
an asymmetric Teacher-Student architecture and propose the
uncertainty-aware knowledge distillation to detect the uncon-
fident predictions of the T-Net. Specifically, the MSC and the
SSC are applied in the T-Net and the S-Net, respectively. We
select ResNet101 as the backbone of T-Net to obtain higher
accuracy while selecting ResNet18 and MobileNetV2 as the
backbones of S-Net for higher inference speed. As shown in
Table VI, the T-Net achieves 79.4% mIoU, and the S-Nets
without any distillation strategy separately achieve 73.7% and
73.4% mIoU with Res18 and MobV2 backbones. By introduc-
ing the uncertainty-aware knowledge distillation, the S-Nets
obtain 0.9% and 1.0% mIoU improvements, respectively. In
addition to providing pixel-level semantic guidance from the
predictions of T-Net, the structural knowledge distillation is
also proposed to train the S-Net at the prototype level. It
can implicitly capture structural dependencies between the T-
Net and the S-Net. As shown in Table VI, by introducing
the uncertainty-aware knowledge distillation, the S-Nets obtain
0.7% and 0.4% mIoU improvements, respectively. These two
distillation approaches work by providing the pixel-level and
prototype-level similarity during training. By introducing the
uncertainty-aware and the structural knowledge distillation
jointly, better performance is obtained. Our knowledge dis-
tillation strategy is complementary and robust to different
networks. The ResNet18 and the MobileNetV2 backbones
obtain 1.4% and 1.3% mIoU improvement in total on the
Cityscapes dataset.

Qualitative Analysis. Fig. 7 shows the qualitative results
with the proposed mechanisms including the per-frame (pf.),
the short-term (st.), the long-term (lt.) modules, and the knowl-
edge distillation (kd.) strategy. More significant differences are
highlighted within the bounding boxes in the figure. In the first

row of Fig. 7, the image segmentation model fails to separate
the slender objects. By introducing multi-frame contexts, more
delicate semantic information is preserved to improve the
segmentation quality of slender objects. The second row shows
the scenario when the short-term context module fails due to
the object occlusion within the nearby frames. By introducing
the long-term context module, the video-level semantic infor-
mation can be learned during training, and the category-level
error is corrected successfully. The third row illustrates the
effectiveness of the proposed knowledge distillation strategy.
By equipped with our knowledge distillation strategy during
training, the segmentation model can separate the objects
from the background much better. The last two rows show
segmentation performance under the challenging scenarios.
Especially, the fourth and fifth rows are the scenarios about
illumination variation and small objects, respectively. The
complete method (e) handles these challenging scenarios better
in comparison to our per-frame baseline (b).

D. Compared to the state-of-the-arts
Cityscapes dataset. We compare our MGCNet to the state-

of-the-art video semantic segmentation methods including
CLK [36], DFF [50], GRFP [32], Accel [19], ETC [30],
PEARL [20], LVS [26], and TDNet [15]. Since the input
resolutions are different among these methods, we report the
results of ours with various resolutions (i.e., 769 × 769 and
769 × 1537). The results of mIoU, average inference speed,
and per-frame max latency metrics are reported in Table VII.
By adjusting the backbone networks and modifying the input
sizes, the proposed MGCNet can satisfy the different com-
putational requirements, especially the ResNet50 backbone
achieves 80.6% and 80.2% mIoU with 186 ms/frame inference
speed on Cityscapes val and test set, respectively. Compared
to keyframe-based methods like CLK, DFF, Accel, and LVS,
our method achieves the best results by reusing the semantic
prototypes of previous frames. Besides, our method avoids
additional computational costs at the keyframe so it has the
same per-frame max latency as the average inference speed.
Among the previous methods, TDNet ranks first with 79.9%
and 79.4% mIoU on val and test set, respectively. It presents
a temporally distributed network based on multiple sub-
networks and introduces cross attention modules for spatial-
temporal context aggregation. However, TDNet may generate
fluctuating accuracy when initialized with a different order of
sub-networks, and the computational cost of the pixel-to-pixel
cross attention is quite expensive. THe MGCNet leverages
a shared network for per-frame feature extraction so our
segmentation performance is more stable than TDNet. The
proposed pixel-to-prototype non-local operation can capture
the structural and semantic information with lower computa-
tional complexity than the cross attention modules adopted by
TDNet. compared with TDNet, our method requires about half
the total number of parameters and outperforms it in terms of
accuracy with comparable efficiency.

CamVid dataset. The experimental results on the CamVid
dataset are shown in Table VIII. We compare our method
to state-of-the-art video semantic segmentation methods in-
cluding DFF [50], GRFP [32], Accel [19], Netwarp [8],
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TABLE VII
EXPERIMENTAL RESULTS ON THE CITYSCAPES VAL AND TEST SETS. THE RESOLUTION OF INPUT IMAGES FOR MGCNET AND MGCNET† ARE

769× 769 AND 769× 1537, RESPECTIVELY.

Method Publication Input Resolution Backbone mIoU (%) speed max latency
val test (ms) (ms)

CLK [36] ECCV’16 500× 500 VGG16 64.4 - - -
DFF [50] CVPR’17 512× 1024 ResNet101 69.2 - 178 -

GRFP [32] CVPR’18 1024× 2048 ResNet101 73.6 72.9 535 535
Accel [19] CVPR’19 - ResNet101/18 - 72.1 440 740
ETC [30] ECCV’20 768× 768 MobileNetV2 73.9 - 48 48

PEARL [20] ICCV’17 1024× 2048 ResNet101 76.5 75.2 - -
LVS [26] CVPR’18 713× 713 ResNet101 76.8 - 171 380

TDNet [15] CVPR’20 769× 1537 ResNet50 79.9 79.4 178 178

MGCNet - 769× 769
MobileNetV2 74.7 - 45 45

ResNet18 75.1 - 49 49
ResNet50 76.5 76.2 98 98

MGCNet† - 769× 1537
MobileNetV2 77.8 77.2 62 62

ResNet18 78.5 77.9 80 80
ResNet50 80.6 80.2 186 186

TABLE VIII
EXPERIMENTAL RESULTS ON THE CAMVID DATASET. THE RESOLUTION

OF INPUT IMAGES FOR MGCNET IS 560× 560.

Method Backbone mIoU (%) speed (ms)

DFF [50] ResNet101 66.0 -
GRFP [32] ResNet101 66.1 -
Accel [19] ResNet101/18 66.7 179

Netwarp [8] Dilation-CNN [42] 67.1 395
ETC [30] MobileNetV2 75.2 36

TDNet [15] ResNet50 76.0 90

MGCNet ResNet18 74.8 35
ResNet50 76.5 51

TDNet [15], and ETC [30]. We report the mIoU and average
inference speed of our method with the ResNet18 and the
ResNet50 backbones. For the ResNet18 backbone, our method
achieves 74.8% mIoU, with only 35 ms/frame inference speed.
For the ResNet50 backbone, our method achieves 76.5% mIoU
and outperforms other state-of-the-art methods.

V. CONCLUSION

In this paper, we have presented an efficient video se-
mantic segmentation method by aggregating multi-granularity
context information. A pixel-to-prototype non-local opera-
tion is introduced to aggregate the per-frame and short-term
contexts jointly. Compared to traditional pixel-to-pixel non-
local operations, it has less computational complexity and
is more suitable for video tasks via reusing the semantic
prototypes of previous frames. We also propose a long-term
context module to aggregate video-level semantic information
during training. We further improved the performance of our
method by employing an uncertainty-aware and structural
knowledge distillation strategy, learning the pixel-wise and the
prototype-wise correlations from the large model. Our method
outperforms the state-of-the-art ones in terms of both accuracy
and efficiency.
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