1. INTRODUCTION
Face alignment (FA) involves accurately identifying specific facial landmarks, such as the corners of the eyes and mouth, within facial images or video frames. This fundamental step is crucial for a range of facial analysis tasks, including face action unit detection [1], expression and micro-expression recognition [2], and face reconstruction [3]. Its importance in ensuring the stability and precision in these applications has driven the pursuit for more accurate and robust FA solutions.

Depending on the type of data addressed, FA approaches can be broadly divided into two categories: those designed for single images and those tailored for videos. Over the past few decades, single-image face alignment has received considerable attention and achieved impressive results in both speed and accuracy. Dominant methods in this area include cascaded regression [4], deep learning heatmap prediction [5], and 3D face model fitting [6]. In contrast, video-based face alignment (VFA) research [7], which aims to track facial landmarks in successive video frames, has been relatively less explored. An additional challenge unique to VFA primarily lies in the heightened requirement for consistency in the predicted facial landmarks across adjacent frames.

Exploiting the temporal continuity of faces in video sequences [8] is a straightforward and prevalent VFA approach for robust facial landmark detection. Specifically, recurrence regression-based [9], optical flow-based [10], and cycle-consistency-based [11] methods propose reusing the outputs or intermediate features from one frame to facilitate precision landmarks prediction in subsequent frames. But these methods commonly neglect the consistency of facial geometries within video sequences, thus limiting their effectiveness in addressing faces with occlusions or extensive motion. To address this issue, other VFA approaches based on 3DMM utilize reconstructed facial geometries to achieve video face alignment. These methods typically impose constraints on the identity parameters of facial models within a single video or multiple perspectives, subsequently predicting or optimizing facial expressions, positions, and orientations for face alignment. However, despite the advantages of identity consistency provided by 3DMM, these methods often struggle to accurately align 3DMM textures with real-world facial features, which undermines the precision and reliability of these VFA approaches.

In this paper, we present a novel 3DMM-based VFA method aiming to achieve robust and highly accurate face alignment in video sequences. Our key innovation involves sampling and generating realistic facial textures in video frames, complemented by the iterative refinement of facial alignment through a self-refined procedure. We employ the Basel Face Model (BFM) [12] as the foundational framework for face reconstruction. Given that the BFM supports only low-frequency textures, its ability to accurately represent diverse facial features is restricted. This limitation leads to discrepancies between the 3DMM models generated and the actual faces in video frames, thereby compromising the precision of aligned facial positions and orientations. To address this issue, we introduce a sampling-based approach to acquire more realistic facial textures. Subsequently, the facial positions and orientations, along with the facial textures, are iteratively updated using the differentiable rendering technique. Our method leads to robust and highly accurate face alignment across video sequences. The main contributions of this work include (1) a novel sampling-based approach for acquiring realistic facial textures and (2) a new self-refined procedure for enhanced video-based face alignment.
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2. METHODOLOGY

Traditional 3DMM methods often yield facial reconstructions that lack realism. Despite recent studies [13] incorporating refined Bidirectional Reflectance Distribution Function (BRDF) to enhance the rendered results, noticeable discrepancies persist between rendered and real facial appearances. To address this issue while optimizing reconstruction speed and alignment accuracy, our method introduces a simplified face model with coefficients and features, including identity $\alpha$, expression $\beta$, and pose $p$ from 3DMM, along with a CNN based model to estimate coarse coefficients for 3DMMs of selected frames. These coefficients contain basic information about facial identity $\alpha_i$, expression $\beta_i$, and pose $p_i$ of frame $i$. To enhance both efficiency and robustness of the subsequent face alignment model, we pretrained the coefficient-estimation model on a dataset of in-the-wild face images following [14].

**Coarse face coefficients.** We start with a CNN based model to estimate coarse coefficients for 3DMMs of selected frames. These coefficients contain basic information about facial identity $\alpha_i$, expression $\beta_i$, and pose $p_i$ of frame $i$. To enhance both efficiency and robustness of the subsequent face alignment model, we pretrained the coefficient-estimation model on a dataset of in-the-wild face images following [14].

**Video-consistent identity and texture.** Theoretically, variations in facial expressions, poses, and lighting naturally occur across different frames of a video sequence, while identity coefficients and texture should exhibit temporal consistency. Motivated by this, a uniformly selected subset of frames is used for the computation of a temporally consistent texture image and identity coefficient. For the texture generation, coarse 3D facial models reconstructed from these selected frames serve as the foundation for texture sampling. It can be observed that the sampled texture maps $\{T^*_0, T^*_1, \ldots\}$ are largely similar and may miss occluded portions. Therefore, a model $M_i$ equipped with gated convolutional layers is deployed to generate a unified facial texture $T^*$ specific to the video sequence. As for the identity component, the aim is to amalgamate a set of coefficients $\{\alpha^*_0, \alpha^*_1, \ldots\}$ from different frames into a video-consistent identity coefficient $\alpha^*$. Given these coeffi-
coefficients are inherently similar but may contain minor fluctuations, it is logically concluded that a transformer model $M_{id}$ is apt for this specific task. Note that positional encoding is excluded from the transformer model due to the weak temporal correlations among the selected frames.

**Self-refined expression and pose.** After acquiring the texture image $T$ and identity coefficient $\alpha$ for a given video sequence, we construct the 3D face models $F_i$ for each frame $i$ as:

$$F_i = \begin{cases} 
\text{geometry: } & \text{BFM}(\alpha, \beta_i, p_i), \\
\text{shaded texture: } & T + \hat{I}_i,
\end{cases}$$

where the “geometry” part is derived from the BFM method [12]. The “shaded texture” combines the texture $T$ with the texture-free irradiance $\hat{I}_i$. The latter serves as an indicator of texture brightness and is constrained to the range $[0, 10]$. To generate $\hat{I}_i$, we employ a lightweight CNN model $M_{ir}$ equipped with gated convolutional layers to convert the sampled images to texture-free irradiances. With the necessary components prepared, the 3D face model $F_i$ is rendered into a 2D image $R_i$ and aligned with its corresponding video frame $P_i$. We formulate the alignment task as an optimization problem involving the expression $\beta_i = \beta_i^* + \Delta \beta_i$ and pose $p_i = p_i^* + \Delta p_i$, as well as the trainable models $M_{i}$, $M_{id}$, and $M_{ir}$. Differentiable rendering techniques are used to enable gradient backpropagation. The objective function $f(i)$ comprises a structural similarity (SSIM) term [15], augmented by three $L_2$ regularization terms for faster convergence: $f(i) = 1 - \text{SSIM}(R_i, P_i) + \lambda_1 || \Delta \beta_i ||_2 + \lambda_2 || \Delta p_i ||_2 + \lambda_3 || I_i - \hat{I}_i ||_2$, where weights $\lambda_1$, $\lambda_2$, and $\lambda_3$ are empirically set to 0.1, 0.1, and 0.5, respectively. The optimization is conducted using the Adam optimizer [16], with a learning rate decaying from 1e-4 to 1e-6 over 1,000 epochs. The batch size, set to 128, also corresponds to the number of frames selected for texture generation phase. Upon optimization, we obtain the self-refined facial texture $T$, identity coefficient $\alpha$ of the given video, and precise alignment for pose $p$ and expression $\beta$ of each frame. Fig. 2 provides an illustration of the intermediate results.

### 2.2. Inference for the remaining frames

A given video can contain a large number of facial frames. To enhance computational efficiency, we select only a small subset of these frames for the generation of the temporally consistent texture image $T$ and the identity coefficient $\alpha$. The remaining frames are then efficiently aligned by leveraging the precomputed $T$ and $\alpha$. As shown in the lower portion of Fig. 1, we employ a self-refining method same to the one described in Sec. 2.1 to accurately estimate pose and expression coefficients. During this stage, optimization is only focused on the expression $\beta_i$, the pose $p_i$, and the texture-free irradiance $\hat{I}_i$. All other computational settings, including the choice of objective function and optimizer, are consistent with those outlined in Sec. 2.1.

![Fig. 2. Illustration of intermediate results. From left to right, the figure displays the sampled textures, the reconstructed textures, the final 3D face models, and reference images.](image)

### 3. EXPERIMENTS

#### 3.1. Dataset and evaluation metrics

We use the 300-VW dataset [21], consisting of 114 videos totaling 218,595 frames, to evaluate our VFA method and compare it with state-of-the-art (SOTA) approaches. Of these, 64 videos serve as the test set, which are categorized into three difficulty levels (A, B, and C), with category C being the most challenging as its inclusion of low-resolution and poor-quality faces. The test videos cover a diverse set of facial expressions and poses, offering a comprehensive evaluation foundation.

To evaluate the face alignment results of different methods, we employ two widely-used metrics in this field: the normalized mean error (NME) and the normalized mean flicker (NMF) [9]. The NME is a standard metric that quantifies the mean discrepancy between the predicted and ground-truth (GT) landmarks. Given $N$ frames, each containing $L$ GT landmarks, let $m_{i,l}$ and $\hat{m}_{i,l}$ denote the GT and predicted 2D coordinates for the $i$-th frame and $l$-th landmark, respectively. The residual vector is defined as $r_{i,l} = m_{i,l} - \hat{m}_{i,l}$. The NME is then computed as: $\text{NME} = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{1}{L} \sum_{l=1}^{L} \frac{||r_{i,l}||}{d_0} \right)$, where $d_0$ is the inter-ocular distance to normalize the error with respect to human perception. While the NMF metric is designed to measure the temporal coherence of landmark positions across frames and is defined as: $\text{NMF} = \sqrt{\frac{1}{N} \sum_{i=2}^{N} \left( \frac{1}{L} \sum_{l=1}^{L} \left( \frac{||r_{i,l} - r_{i-1,l}||}{d_1} \right)^2 \right)}$, where $d_1$ is the
Ablation Study

An ablation study is conducted to assess the contributions of individual components in the proposed method. We employ the coefficient-estimation CNN model as our initial baseline for comparison. Then, we incrementally augment this baseline by introducing the following enhancements: (1) optimizing for facial expressions and pose only; (2) incorporating temporally consistent identity coefficients; and (3) adding generated texture maps for further refinement. For the evaluation, a subset of 30 videos is randomly selected from the 300-VW dataset. Besides the NME and NMF metrics, we also evaluate the similarity between reconstructed and ground-truth faces using SSIM. Results presented in Tab. 2 show that each progressive refinement leads to performance improvements, with our final version achieving the best results across all evaluation metrics.

4. CONCLUSIONS

We present a novel VFA approach for accurate and temporally stable video-based face alignment in this work. To begin, we use a coefficient-estimation model and a sampling approach to compute video-consistent identity and texture from a subset of frames. This allows us to create a realistic facial texture while also maintaining a consistent identity coefficient throughout the video. Following that, we use an iterative self-refinement process that employs differentiable rendering and optimization techniques to incrementally refine facial textures and poses. Furthermore, the pre-constructed facial texture and identity coefficient are used to speed up face alignment in the remaining video frames. Experiment results validate the efficacy of our proposed method, demonstrating that it outperforms SOTA approaches in both accuracy and temporal stability.
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Table 1. Comparison of FA methods across three categories. NME and NMF are used to assess the accuracy and temporal stability of facial landmarks, respectively. Best results are highlighted in bold, and second-best results are underlined.

Table 2. Ablation study assessing contributions of proposed method components using NME, NMF, and SSIM metrics.
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