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Fig. 1. Using a light-weight device consisting of a single camera and an RGB LED array as shown on the left, we acquire the complex, non-planar appearance
from photographs at unstructured views with optimized per-LED intensities, for a pre-captured 3D shape. The rendering results of the collection of captured

appearance with novel view and illumination conditions are shown on the right.

We propose neural trace photography, a novel framework to automatically
learn high-quality scanning of non-planar, complex anisotropic appearance.
Our key insight is that free-form appearance scanning can be cast as a
geometry learning problem on unstructured point clouds, each of which
represents an image measurement and the corresponding acquisition con-
dition. Based on this connection, we carefully design a neural network, to
jointly optimize the lighting conditions to be used in acquisition, as well as
the spatially independent reconstruction of reflectance from corresponding
measurements. Our framework is not tied to a specific setup, and can adapt
to various factors in a data-driven manner. We demonstrate the effectiveness
of our framework on a number of physical objects with a wide variation
in appearance. The objects are captured with a light-weight mobile device,
consisting of a single camera and an RGB LED array. We also generalize
the framework to other common types of light sources, including a point, a
linear and an area light.
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1 INTRODUCTION

Digitization of real-world objects is one central problem in computer
graphics and vision. Represented as a 3D mesh and a 6D Spatially-
Varying Bidirectional Reflectance Distribution Function (SVBRDF),
a digitized object can be rendered to realistically reproduce the
original look with any view and lighting conditions. It has important
applications in fields like cultural heritage, e-commerce, computer
games and movie production.

While high-precision geometry can be conveniently captured
with a commercial mobile 3D scanner nowadays [Artec 2021; Shin-
ing3D 2021], it is desirable to develop a light-weight device to con-
duct free-form appearance scanning for the following reasons. First,
such a device is scalable to scan objects of different sizes, as long
as the camera pose can be reliably estimated. Second, the mobil-
ity makes it possible to perform on-site capture, in which case the
objects, e.g, precious artifacts, are not allowed to be transported.
In addition, the short time and low cost to build a light-weight de-
vice makes it accessible to a wider audience. Last but not least, it
offers a user-friendly experience similar to the commonly practiced
geometry scanning.
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In spite of the surging demand, it remains an open problem to
efficiently scan non-planar appearance. At one hand, the major-
ity of existing work on mobile reflectance scan takes photographs
with a single point/directional light on, corresponding to a low sam-
pling efficiency in the 4D domain of view and lighting directions.
Priors are required to trade the spatial resolution for the angular
accuracy [Nam et al. 2018; Riviere et al. 2016]. On the other hand, illu-
mination multiplexing devices like lightstages can acquire complex
appearance with high performance, by independently controlling a
large number of light sources [Kang et al. 2019; Tunwattanapong
et al. 2013]. However, related techniques strongly exploit the fixed
view condition(s) while the illumination changes. It is not clear how
to extend them to a mobile device, with unstructured, constantly
varying views, and an incomplete coverage over the lighting domain
owing to its small form factor.

In this paper, we observe that general free-form scanning of non-
planar reflectance can be formulated as trace photography, originally
designed for fixed-view reflectance estimation [Dong et al. 2014;
Gardner et al. 2003; Ren et al. 2011] and shape reconstruction in the
presence of complex light transport [Morris and Kutulakos 2007].
Specifically, for each point p on the surface of the physical object,
its appearance is captured as image measurements with different
view and illumination conditions. For each image measurement,
we can concatenate it with the corresponding view and lighting
parameters to produce a high-dimensional point. The collection of
all such points form the trace of p. Now appearance reconstruction
is equivalent to mapping each trace to its reflectance representation.
While existing work (effectively) designs this mapping by hand,
our key insight here is that free-form appearance scanning can
be cast as a geometry learning problem on unstructured point
clouds (i.e., trace), making it possible to tackle the challenges in the
former field by harnessing the advances in the latter.

Based on the above connection, we develop neural trace photog-
raphy, a novel framework to learn high-quality, free-form scanning
of non-planar, anisotropic appearance. Inspired by a highly suc-
cessful geometry learning technique [Qi et al. 2017], we propose a
network architecture to predict the pixel-independent reflectance,
by efficiently aggregating and transforming the information from a
variable-length trace, taken from unstructured views with optimized
lighting during free-form scanning. The input/output of the network
are carefully designed, to predict accurate anisotropic appearance,
which is invariant to the imprecise local frame in the input view
specification. Our framework is not tied to a specific setup. It can
adapt to various factors, including the geometry of the device, the
number/type of light sources and the properties of appearance, in a
data-driven manner.

To validate our framework in practice, we build a light-weight
mobile reflectance scanner, consisting of a camera and an RGB LED
array, which has a higher illumination sampling capability than a
point source. Neural trace photography is applied to optimize the
intensity of each LED on the array during acquisition, as well as
to reconstruct non-planar reflectance from corresponding measure-
ments at unstructured views. Its effectiveness is demonstrated on
a number of physical objects with a wide variation in appearance.
We validate our reconstructions against photographs, as well as the
counterpart captured with a high-end lightstage [Kang et al. 2019].
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The results are also compared against one state-of-the-art technique
on mobile scanning of non-planar appearance [Nam et al. 2018].
Finally, extensive experiments are conducted to study the impact of
various factors over the reconstruction quality. Notably, we gener-
alize the framework to other common types of light sources, such
a point, a linear and an area light, and compare with our setup in
experiments.

2 RELATED WORK

Here we primarily review previous work on high-quality SVBRDF
capture with active illumination. The approaches that handle un-
controlled lighting [Dong et al. 2014; Wu et al. 2016a; Zhou et al.
2016] are beyond the scope of this paper. Interested readers are
directed to excellent surveys on acquisition techniques [Dong 2019;
Guarnera et al. 2016; Weinmann and Klein 2015; Weyrich et al. 2009].
In general, densely sampling the 4D view-illumination domain with
a camera produces high-quality results in manually designed [Dana
et al. 1999; Lawrence et al. 2006] or even learned appearance repre-
sentations [Gao et al. 2020]. But it is prohibitively time-consuming,
as usually a camera and a point light need to be mechanically po-
sitioned to a large number of direction pairs. Significant research
efforts has been made to improve the efficiency. Below we cate-
gorize them based on whether the captured view(s) are fixed or
unstructured.

2.1 Fixed View(s)

This class of approaches fix a single or multiple views during acqui-
sition, and typically recover appearance from the image variations
with respect to different illumination conditions. We further divide
them based on the type of the light source.

2.1.1  Point Light(s). Nearly flat appearance can be estimated from
a single fixed view and a sparse number of lighting directions. Dong
et al. [2010] compute a microfacet-based SVBRDF, from two sets of
sparse measurements that focus on sampling in the angular/spatial
domain, respectively. Aittala et al. exploit the structural similarity
to estimate a stationary SVBRDF, from a flash-/non-flash-lit pair
of images [2015], or a single flash image [2016]. In [Li et al. 2017],
the reflectance is estimated from one photograph under unknown
natural illumination, using a self-augmentation training process.
Deschaintre et al. [2018] train a neural network on a large dataset
for appearance modeling from one flash image.

2.1.2  lumination Multiplexing. When multiple (effective) lights
are available, they can be independently programmed in the tempo-
ral domain to encode the physical appearance into fixed-view mea-
surements, which are then computationally decoded as the digital
results. As more appearance information is packed into each mea-
surement, it is possible to efficiently handle more challenging cases
like anisotropic reflectance, as well as to perform pixel-independent
reconstructions, leading to higher-quality results [Tunwattanapong
et al. 2013].

A linear light source is first employed in [Gardner et al. 2003] to
scan over a planar, isotropic sample. Temporal per-pixel measure-
ments are mapped to BRDF parameters via precomputed look-up



tables. Chen et al. [2014] extend the idea to capture anisotropic ap-
pearance in a low-rank space, by spatially modulating the lighting
intensities. Ren et al. [2011] allow irregular motions of the linear
source, with the help of pre-calibrated physical BRDF patches that
are imaged alongside with the sample.

A lightstage allows the programming of hundreds to tens of
thousands of lights in parallel, resulting in high-precision recon-
structions. Complex lighting patterns, such as gradient illumina-
tion [Ghosh et al. 2009] or spherical harmonics [Tunwattanapong
et al. 2013], are manually derived for acquisition. In a similar spirit,
Aittala et al. [2013] treat a near-field LCD as a programmable source,
to capture isotropic reflectance with patterns derived from a fre-
quency domain analysis. Recently, mixed-domain networks are pro-
posed, to jointly and automatically optimize physical lighting pat-
terns along with the computational reconstruction. Efficient capture
of pixel-independent anisotropic reflectance is achieved on planar
samples [Kang et al. 2018] and non-planar ones [Kang et al. 2019].

It is non-trivial to apply the work in this category to our case, for
two main reasons. First, the majority of work is based on a single
view. It is not clear how to extend to efficiently aggregate infor-
mation across different unstructured views. Second, illumination
multiplexing usually requires a fixed view when projecting multiple
patterns. This condition is rarely met in free-form scanning.

2.2 Unstructured Views

This class of methods deal with free-form scanning input. In the
majority of related work, images are captured with a camera and a
point/directional light at a time, which corresponds a point sample in
the 4D domain of lighting and view directions. Due to this inherent
low sampling efficiency, various forms of priors have been proposed
to regularize the reconstruction.

2.2.1 Traditional Priors. Lensch et al. [2003] model the appearance
as a linear combination of basis materials, to constrain the recon-
struction from a sparse number of flash-lit images. With a similar
assumption, Nam et al. [2018] estimate the appearance, normals and
3D geometry in an alternating optimization. Zickler et al. [2005]
trade the spatial resolution for the angular accuracy, and compute
the reflectance via scattered-data interpolation. A coaxial projector-
camera pair is proposed in [Holroyd et al. 2010], with a strong prior
imposed on the reflectance to handle highly limited samples. Wu
et al. [2015] treat the IR emitter of a Kinect sensor as a point light
source, and estimate the glossiness from multi-view observations
with a non-linear optimization. Additional IR point lights are em-
ployed in [Wu et al. 2016b], with custom circuits to switch one light
on at a time. In [Hui et al. 2017], a dictionary-based reflectance prior
is proposed, to compute a planar SVBRDF from images acquired
by a collocated camera and flash. Riviere et al. [2016] introduce a
mobile flash-based method and a fixed-view LCD-based one to esti-
mate isotropic reflectance, followed by a surface detail enhancement
algorithm to further improve the resolution.

2.2.2 Deep-Learning-Based Priors. Gao et el. [2019] learn the la-
tent embedding of planar SVBRDFs, to regularize the optimization
for appearance reconstruction with respect to an arbitrary number
of input images. The idea is extended to non-planar appearance
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Fig. 2. Our appearance scanner. The left two images show the front-/back-
view of the device, and the side-view is on the top right. The bottom-right
diagram illustrates the valid volume and its spatial relationship with the
scanner from a side-view.

in [Zhang et al. 2020]. Deschaintre et al. [2019] propose a pooling-
based network, to aggregate appearance information from 1 to 10
images. A GAN-based framework is introduced in [Guo et al. 2020],
to seek the latent representation of planar SVBRDFs, the rendered
images of which are optimized with respect to multi-view pho-
tographs. Recently, Bi et al. [2020] propose a setup of 6 wide-baseline
cameras with collocated point lights. Multi-view flash-lit images are
warped to the current view, based on an estimated geometry. These
images are then fed to a network to generate appearance maps on a
per-view basis, from which per-vertex BRDFs are optimized.

While substantial progress has been made in the past for free-
form scanning with a point/directional light, it is not clear how
to extend to automatically exploit the higher angular sampling
capability of a complex light source. It is also worth mentioning that
in previous work like [Deschaintre et al. 2019; Gao et al. 2019], the
view conditions are discarded by the neural network. In comparison,
our definition of trace incorporates the view information, which
is subsequently exploited by the network to produce high-quality
appearance.

3 PROTOTYPE SCANNER

As illustrated in Fig. 2, our light-weight scanner is made of a rect-
angular RGB LED array and a single machine vision camera. The
LED array has a size of 32cmXx16cm, consisting of 32x16=512 RGB
LEDs, with a pitch of 1cm and a maximum total power of 40W. The
intensity of each LED is independently controlled, and quantized
with 8 bits per channel for implementation via Power Width Modu-
lation (PWM). The camera, a 5SMP Basler acA2440-75uc, is mounted
on the top edge of the LED array. An exposure time of e.l_o second is
used during acquisition, which is synchronized with the LED array
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on the circuit level. A PC communicates with the control circuits
via gigabit ethernet, and retrieves captured images via USB3. We
define the volume of valid 3D points as a box of 15cmx15cmX15cm,
whose center is 30cm in front of the center of the LED array. The
camera is pointed towards the center of the volume.

The intrinsic/extrinsic parameters of the camera, as well as the
positions, orientations, angular intensity and spectral distribution
of LEDs, are carefully calibrated. Color calibration is performed
with an X-Rite ColorChecker Passport. The scale ambiguity of dif-
fuse/specular albedo is resolved with a planar diffuse patch of a
uniform albedo [Gardner et al. 2003]. Please refer to the supple-
mental material for more details about our scanner and calibration
procedures.

4 PRELIMINARIES
4.1 Assumptions

We assume that a sufficiently accurate shape of a physical object
is pre-captured using, e.g., an off-the-shelf 3D scanner or a camera
with multi-view stereo. Also, the appearance of interest can be
described as an SVBRDF. Moreover, we assume a known camera
pose for each captured photograph. The lighting intensity for each
LED is set as a constant that does not change with time. We discuss
the extension to temporally varying intensities in Sec. 8. Similar to
the majority of related work, we do not consider global illumination
effects such as inter-reflections, which is a promising direction for
future research.

For brevity, we interpret the relative motion between the scanner
and the object during acquisition as the movement of the object
only, while fixing the scanner to a canonical pose.

4.2 Equations

The following equations are based on a gray-scale channel, which
can be easily extended to the spectral domain using the color calibra-
tion data (detailed in the supplemental material). First, we describe
the relationship among the image measurement B from a surface
point p, the reflectance f and the intensity I of each LED on the
scanner below.

1
BlLoxpenp.ty) = ) 10) [ T eV 3
)

f(@i; 00", p) i - np)* (i - mp) " dxy. (1)

Here [ is the index of a locally planar light source, and I(I) is its
intensity in the range of [0, 1], the collection of which will be re-
ferred to as a lighting pattern in this paper. In addition, xp/np/tp is
the position/normal/tangent of p, while xj/nj is the position/normal
of a point on the light whose index is I. We denote wj/w, as the
lighting/view direction, with w; = II);%QII ¥(x], -) represents the
angular distribution of the light intensity. V is a binary visibility
function between x) and xp. The operator (-)* computes the dot
product between two vectors, and clamps a negative result to zero.
f(;00’,p) is a 2D BRDF slice, which is a function of the light-
ing direction. We use the anisotropic GGX model to represent f,
but other models can also be employed here. Note that all above
points/vectors are defined in the camera space, with the exception
of wi’/we’ expressed in the local frame of p.
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Next, we define the j-th entry of the trace of p as a high-dimensional
point by concatenating the image measurement, the corresponding
position xp and the local frame np/tp, at the j-th view:

concat[B(I, x]i,, n{), t’;,), x{,, n{,, t]p] (2)

Here concat is a concatenation operation, which results in a 1+3+3+3
= 10D point. x]p, an and t]p are expressed in the camera space of
the j-th view. The design consideration for the above definition
will be detailed in Sec. 6.1. Note that in experiments, we take RGB
measurements and thus the trace is a collection of 12D points.

Finally, we follow existing work [Kang et al. 2019; Lensch et al.
2003] to define a lumitexel m as the collection of virtual measure-
ments of the BRDF f at a surface point p, with one light on at a
time. It is a function of the index of light I:

m(l;p) = B{I(D) = 1, Vi I(k) = 0}, p). ®)

Note that we cannot directly measure m in free-form scanning, since
the relative spatial relationship between the scanner and p may
change, as the illuminating LED is switched from one to another.

5 OVERVIEW

To scan the appearance of a physical non-planar object, we first use
the prototype scanner to take photographs of the object at different
unstructured views with precomputed intensities for each light in
the LED array. The lighting intensities are pre-optimized to more
efficiently measure the information useful for appearance recon-
struction. Next, we estimate the camera pose of each photograph,
with the help of the pre-captured 3D geometry. For each point p on
the surface of the object, we assemble its trace from the correspond-
ing pixels in captured images. A neural network then takes as input
this variable-length trace, and predicts anisotropic reflectance as a
diffuse/specular lumitexel. Finally, the BRDF parameters along with
a corresponding local frame are fitted to the network output, and
stored in texture maps as the final appearance results. Please refer
to Fig. 3 for an illustration of the processing pipeline.

6 OURNETWORK

In this section, we describe our neural network in details. For each
visible point p on the object surface, it independently predicts re-
flectance information from the corresponding trace, captured at
unstructured views with the optimized lighting pattern. Please refer
to Fig. 4 for the architecture of our network.

6.1 Input

The input to our network is a trace as defined in Eq. 2. Unlike ex-
isting work that records the measurement B only [Gardner et al.
2003; Ren et al. 2011], we augment B with the corresponding view

specification, which consists of the 3D position xJp and the local

frame represented by an and t'p, as an entry in the trace. This addi-
tional information describes the spatial relationship between p and
the camera at the j-th view, which is necessary for the network to
predict complex appearance like anisotropic reflectance. Note that
no lighting information is incorporated, as it does not change with

the view.
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Fig. 3. Our processing pipeline. We first take photographs of the object at different views with pre-optimized intensities for each LED. Next, we estimate the
camera pose of each photograph, with the help of the pre-captured 3D geometry. For each point on the surface of the object, we assemble its trace from the
corresponding pixel and a consistent local frame in different images. A neural network takes as input this trace, and predicts anisotropic reflectance as a
diffuse/specular lumitexel. Finally, the BRDF parameters along with a corresponding local frame are fitted to the network output, which are gathered to
generate the final texture maps. Note that mea. = image measurements, pos. = position, nor. = normal and tan. = tangent.
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Fig. 4. Network architecture. Our network consists of a feature transform module for processing each element in the trace, a max pooling layer that aggregates
the features from all unstructured views, and a subsequent module that produces a diffuse/specular lumitexel. Prior to the feature transform module, we also
model the acquisition process, as a dot product between a physical lumitexel and the lighting pattern.

However, the accurate shading frame (ni,/t]p) is not known at the
input stage. It is usually computed from the predicted reflectance,
which is the output of our network. To break this chicken-and-egg
cycle, we observe that any frame, denoted as fip /fp, can be used in the
trace instead, as long as they are both unit vectors and orthogonal
to each other. The relationship between the two frames, expressed
in the camera space of each view, can be described as:

J _pal J _pi oy
n —Rnp,t'p—Rt]p,V].

where R is a rotation matrix. In fact, using ﬁjp/flp instead of ni,/tjp
can be considered as a change of the coordinate system, with no
loss in the view information supplied in the trace (i.e., the relative
motion between two different views stays the same). In practice, we
set ﬁ{, to the geometric normal of p from the pre-captured shape,

and fJP a random unit vector orthogonal to ﬁJp. As a result, the final

modified version of a trace is defined as follows:

Uj{concat[B(L, x), ). th), 30, i, & }. @

6.2 Output

The output of the network is a diffuse/specular lumitexel, parame-
terized over a unit-sized cube map with a resolution of 6 x 82/6 x 322,
respectively. For each input trace, we carefully define the correspond-
ing lumitexel space: its origin coincides with xp, its positive z axis
aligns with fip and its positive x axis with fp. The lumitexel consists
of the virtual lighting-varying measurements of the diffuse/specular
reflection: we use a virtual camera whose view direction aligns with
the positive z axis; a virtual point light with a unit intensity is turned
on at a time, whose position is the center of the corresponding texel
in the cube map. Our design considerations are explained below.
First, following previous work [Kang et al. 2018, 2019], we choose
to predict lumitexels, instead of directly regressing the BRDF param-
eters along with its local frame, as we are not aware of a regression
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method that can produce high-quality results for anisotropic re-
flectance. The lumitexel can be viewed as a 2D BRDF slice, which
is sufficient to reconstruct the complete 4D BRDF, as commonly
practiced in related work.

Moreover, unlike [Kang et al. 2018], we use a lumitexel parame-
terization that does not correspond to our physical LEDs, for two
reasons. First, our LED array does not provide a complete sampling
of the illumination domain. Important reflectance features may not
be represented if we parameterize over the LEDs. Second, the con-
tent of a lumitexel parameterized over the LED array would change
with the view. It is not clear which view from the input trace the
output should be based on. The current parameterization based on
virtual lights addresses both issues mentioned above.

In addition, it is important to define the lumitexel space based
on the frame of ﬁp/fp to make lumitexel prediction amenable for
learning, since the frame directly corresponds to ﬁjp/f]p stored in
the input trace. Alternatively, if we use a different frame of ﬁp/fp
in defining the lumitexel space, it would impose an extra burden
on the network to implicitly learn how to precisely transform from
the frame of fljp/‘f"p in the input trace to this new frame. After fitting
the output lumitexel (Sec. 7), we obtain the shading normal/tangent
expressed in the local frame of ﬁp/fp. They can be easily transformed
to the model space as the final result. Therefore, the whole process
is essentially a frame-invariant reconstruction. Please refer to Fig. 5
for an example.

6.3 Loss Function

The loss function measures the squared difference between the
predicted diffuse/specular lumitexels and their labels:

L =AgZ [mg(l) — g(D)]*+
AsBE log(1 + ms(D)) — log(1 + s (D)2 (5)

Here mg/mg represents the predicted diffuse/specular lumitexel,
respectively. The corresponding labels are denoted with a tilde. A
log transform is performed to compress the high dynamic range
in the specular reflectance. We use 4; = 1 and As = 0.01 in all
experiments.

Note that we weigh the specular lumitexel loss with a confidence
B. The idea is to direct the network away from learning to "halluci-
nate" a specular highlight that is barely observed in the trace, the
loss of which would be much higher than without . On one hand,
if throughout the trace no measurement of the specular highlight is
taken, we have no clue about the specular reflectance and therefore
set the confidence to 0. On the other hand, if the peak of the spec-
ular highlight is recorded at one view, we set the confidence to 1.
Specifically, for each view, we compute the maximum reflectance
with respect to a single LED in the scanner over the maximum value
of the BRDF across all lighting directions. Then we determine the
confidence as the maximum of the above per-view ratio over all
views, followed by an early-saturation non-linear mapping:

maxtlog(1 + F@ 06 p)) 5

(6)

o1
f = min(- max — s
€ maxgy log(1+ f(ai'; @y ,p))

where € = 50% in our experiments.
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Fig. 5. Frame-invariant reflectance reconstruction. The top row shows the
same BRDF expressed in the coordinate system of different fiy/t,, which
varies with the column. The bottom row is the same BRDF expressed in the
frame of the ground-truth np/t,. ﬁp/fp/f)p is indicated with a cross marked
with yellow/red/green in both rows. As np/t; is unknown before fitting
(Sec. 7), our network learns to output lumitexels in an inaccurate frame, as
shown in the top row. The results can be corrected after transforming the

fitted frame to the model space, which is equivalent to a frame-invariant
reconstruction.

6.4 Architecture

Our network consists of a feature transform module for processing
each entry in the trace, a max pooling layer that aggregate the
features from all unstructured views, and a subsequent module
that produces a diffuse/specular lumitexel. The complete network
architecture is visualized in Fig. 4.

First, the feature transform module is similar to the highly suc-
cessful one proposed in PointNet [Qi et al. 2017], with no T-Net
attached. It takes as input a 12D point from the trace, transforms
using 6 convolution layers, and generates as output a 1024D feature
vector. We refer interested readers to the original paper for more
details. Note that our framework is not tied to PointNet. Other excel-
lent techniques in geometry learning on unstructured point clouds
may also be plugged in here.

The lumitexel module takes as input the 1024D feature vector
after aggregating information via max-pooling, and transform it
with 5 fully connected (fc) layers. The module then diverges into
two branches: one with 4 fc layers to generate a diffuse lumitexel,
and the other with 7 fc layers to produce a specular one.

Note that prior to the feature transform module, we also model
the acquisition process, which is essentially a dot product between
the physical lumitexel and the lighting pattern, with a single linear fc
layer. The weights in this layer correspond to the lighting intensities,
and each one is preceded by a sigmoid transform to ensure that the
intensity is within the range of [0,1] for physical plausibility.

6.5 Training

We implement our network with PyTorch, using the Adam optimizer
with mini-batches of 50 and a momentum of 0.9. Xavier initialization



is applied to all weights in the network. We train 1 million iterations
with a learning rate of 1 X 10~%, which takes 66 hours to finish.
The training/validation data are synthetically generated. For each
synthetic point p, we first randomly sample its BRDF parameters (as
defined in the appendix): p4/ps is sampled uniformly in the range of
[0,1]3, and ax/ay uniformly on the log scale in the range of [0.006,
0.5]. Next, we generate the view conditions for a trace. For the j-th
view, we randomly sample x}, in the valid volume (Fig. 2), and then

n{, in the visible hemisphere with respect to the camera. t;, is com-

puted as a random vector orthogonal to ;, To mimic the geometric

normal #,, we perturb n{, with a random orthogonal vector, whose

p!
length is drawn from a Gaussian distribution (u = 0, o = 0.15).

The normalized result is stored as ﬁ{,. f{,

vector orthogonal to ﬁ{J. Note again that all points/vectors are ex-
pressed in the camera space. With related material and geometry
parameters sampled, we can compute the corresponding lumitexels
to synthesize the image measurements in the input trace, as well as
the output labeled lumitexels. We split all synthetic data into the
training/validation set with a ratio of 8:2.

We add different forms of training noise to increase the robustness
of the network. Each image measurement is multiplied by a sample
drawn from a Gaussian (¢ = 1, 0 = 0.05), to account for sensor noise
as well as other factors not considered in our equation. Furthermore,
we perturb each channel of p;/ps and ax/ay, by multiplying with
random numbers drawn from a Gaussian (u = 1, o = 0.1/0.15 for
albedo/roughness), for each view in a trace. We also apply a dropout
rate of 30% to all fc layers except for the last in the lumitexel module.

is sampled as a random

7 IMPLEMENTATION DETAILS

We pre-capture the geometry of a physical object with a commer-
cial mobile 3D scanner [Shining3D 2021]. After all photographs
are taken with our scanner, only the sharp images [Crete et al.
2007] are automatically selected as input to our network. A uv-
parameterization with a texture resolution of 10242 is generated.

To compute the camera pose for each image, we first perform
structure-from-motion with COLMAP [Schonberger et al. 2016],
resulting in a 3D point cloud and camera poses with respect to it.
Next, this point cloud is precisely aligned with the pre-captured
shape via [Myronenko and Song 2010]. We then update the camera
poses with this additional transform from the point cloud to the
pre-captured shape. While we find the above process produces suffi-
ciently accurate poses in experiments, standard bundle adjustment
can also be added to further improve the precision.

To assemble the trace for the 3D point p corresponding to each

texel, we test for a view j to see if (1) xJP is visible and in the valid

volume, and (2) (o, fi,) > 0.3 to prevent grazing angles, and (3) the
value of each channel of the corresponding pixel is in the range of
[32, 224]. If all conditions are met, we add an entry to the trace from
this view. Otherwise, the measurement is unreliable and therefore
discarded.

We fit the predicted grayscale specular lumitexel with L-BFGS-B,
to obtain n, t, ay and ay. Next, the RGB p,/ps are obtained, by
solving a bounded linear least squares problem that minimizes the
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(-2 difference between the real measurements and synthetic ones
computed from n, t, ax, ay and the pre-computed lighting pattern.

8 RESULTS & DISCUSSIONS

All experiments are conducted on a workstation with dual Intel
Xeon 4210 CPUs, 256GB DDR4 memory and an NVIDIA GeForce
RTX 3090 graphics card. All results are rendered with path tracing
using NVIDIA OptiX.

We capture 7 physical objects with a wide variety in appearance.
The maximum dimension of each object ranges from 9 to 32cm. The
acquisition scene is augmented with AR tags [Fiala 2005]. Note that
other markers can also be used here, as the idea is to add more feature
points to improve the accuracy of subsequent image registration.
The acquisition starts with the pre-capture and reconstruction of
the object shape using the commercial 3D scanner, which takes
about 20 minutes. Next, we spend about 9 minutes to free-form
scan the appearance of an object, with a 0.5s interval between two
consecutive acquisition, resulting in 1,000 photographs on average.
In the acquisition process, we tilt the scanner and point it towards
the object of interest from a variety of viewpoints. Please refer to the
accompanying video for an example. Samples of the captured images
under our optimized lighting pattern can be viewed in Fig. 6, as well
as in the video. No high-dynamic-range images are computed, due
to the changing view conditions. It takes 2 hours to preprocess the
photographs, with image registration takes up the majority of time.
Our network needs 6 minutes to predict lumitexels from all traces,
which are fitted to produce the final texture maps in 2 hours.

8.1 Results

Our appearance reconstruction results for the 7 physical objects are
shown in Fig. 17, as texture maps that represent various parameters
of GGX BRDF. In Fig. 7, we further validate the results against the
photographs, taken with a novel lighting condition not used in
acquisition. The main reflectance features are well preserved in our
reconstructions. Quantitative errors in SSIM are also reported in the
figure. Please refer to the accompanying video for animated results
with varying views and novel lighting. Note that we intentionally
put down the Cheongsam example to better reveal its anisotropic
characteristics.

8.2 Comparisons

We compare our result with one state-of-the-art technique on mobile
appearance acquisition [Nam et al. 2018] in Fig. 8. To eliminate the
impact of geometry, we test our network on both the high-precision
geometry captured by our 3D scanner, and the one from [Nam et al.
2018], which is reconstructed by COLMAP [Schonberger et al. 2016].
In both cases, the appearance recovered by our approach closely
resembles the corresponding photograph. In comparison, the result
from [Nam et al. 2018] shows inaccurate diffuse/specular separation
on the face of the bust.

Next, we further validate our approach against a high-end, unmov-
able lightstage [Kang et al. 2019] in Fig. 9, with 24,576 independently
controlled LEDs covering the complete illumination domain. To fo-
cus on appearance comparisons, we feed the high-precision scanned
geometry to their method, and reconstruct only the SVBRDF from
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SSIM=0.89 SSIM=0.90 SSIM=0.93

SSIM=0.91

SSIM=0.90

SSIM=0.93 SSIM=0.88

Fig. 7. Photograph validations. The top row shows photographs of physical objects, while the next row are the rendered images of our reconstructions.

Quantitative errors of our results with respect to the photographs are reported in SSIM at the bottom.

Photograph Ours (Scanned Shape w/

Optimized Pattern)

Ours (Shape from [Nam et al.
2018] w/ Optimized Pattern)

Ours (Scanned Shape w/

N t al. 2018
Full-on Pattern) [Nam et a ]

Fig. 8. Comparison with [Nam et al. 2018]. We show the appearance results reconstructed using our framework, on the accurate shape scanned with the

mobile 3D scanner, and on the shape from [Nam et al. 2018]. The appearance result from [Nam et al. 2018] is shown, in addition to a photograph of the
physical object. Moreover, we compare the results with optimized (2nd image) / fixed full-on lighting pattern (4th image) using our framework.

24%32x%3 = 2,304 low-dynamic-range images. Our result is qualita-
tively similar to theirs, despite that we use a much lighter-weight
device. The major difference is the higher perceived spatial resolu-
tion in their result, due to the precisely controlled view conditions
with a digital turntable and a higher-resolution still camera.

8.3 Evaluations

In this section, we evaluate the impact of various factors over our
approach.

First, we conduct a repeatability experiment in Fig. 10. Two grad-
uate students not involved in this project are asked to independently
use our scanner, to capture about the same number of photographs
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of the same bust object. The two reconstruction results are visually
similar, as shown in the figure.

Next, we test the impact of geometric reconstruction quality
over the recovered appearance in Fig. 11. In addition to the high-
precision scanned geometry, we reconstruct the appearance with
two lower-quality shapes: one is obtained via mesh filtering on the
scanned shape, which removes the high-frequency surface details;
the other is the direct output of COLMAP [Schonberger et al. 2016]
from multi-view images. As shown in the figure, similar appearance
results are obtained, demonstrating the robustness of our framework
with respect to minor geometric inaccuracies.



Fig.9. Comparison with a high-end, unmovable lightstage [Kang et al. 2019].
The top row shows our appearance reconstructions, while the bottom row
theirs.

Fig. 10. Repeatability test. Each pair of images show the appearance results,
reconstructed from the input photographs scanned by two different persons.

Fig. 11. Impact of the geometry over appearance reconstruction. From the
left column to right, the high-quality mesh from the 3D scanner, the result
after filtering out high-frequency geometric details from the scanned mesh,
and the direct output using COLMAP [Schonberger et al. 2016]. The top
row compares the appearance reconstructions, using the corresponding
geometry visualized in the bottom.
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In Fig. 12, we test the sensitivity of the network with respect to
synthetic camera pose error. Note that in this and following figures,
only specular lumitexels are shown, as the diffuse lumitexels are of
low frequency and can be accurately recovered in experiments. For
the j-th input view, ﬁJp is rotated along a random orthogonal vector
with an angle drawn from a Gaussian (¢ = 0, o = n); the frame is
re-orthogonalized, then we repeat the same process to fJP and finally
to l;i, Next, we apply a random translation to each component of xp,
the value of which is drawn from a Gaussian (u = 0, 0 = 10n). Here
represents the magnitude of the camera pose error. As shown in the
figure, the predicted lumitexels deviate more from the ground-truth,
as 7 increases.

Ground-Truth 77 =0.025 n =0.075 n=0.1

T
T
T

Fig. 12. Impact of camera pose error. Random errors with different mag-
nitudes 7 is applied to perturb the view parameters in the traces in each

1 =0.05

column. Each row of images represent a specular lumitexel along with the
predicted results from the same network with different errors in the trace.
Please refer to the text for details about the perturbation.

We further evaluate the impact of specular highlight coverage
over predicted specular lumitexels in Fig. 13. During synthetic trace
generation, we reject a view when the half vector h between w;
and w, satisfies (h,np) > {. The smaller the {, the more portion
of the highlight will be excluded from the trace. In the figure, we
observe that the quality of the network gracefully degrades, as {
decreases, which is equivalent to supplying less information about
the specular highlight.

In Fig. 14, we evaluate the impact of lighting pattern over the
reconstructed lumitexels. First, we compare the baseline version of
our network with different variants. For the second column to the
third, we reduce the number of optimizable LEDs by shrinking the
coverages (16x8 and 8x4) and setting the rest LEDs off. As expected,
the prediction error rises as the coverage reduces. We also train
our network on fixed, predefined lighting patterns, shown in the
fourth column to the sixth. It can observed that fixing the lighting
pattern results in a higher loss, compared with our baseline version
that jointly optimizes the lighting pattern. It is worth mentioning
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it
1T
TTT

Fig. 13. Impact of specular highlight coverage. During synthetic trace gener-
ation, we reject a view when the half vector h between w; and w,, satisfies

(h, ny) > . Each row of images represent a ground-truth specular lumi-
texel, and the reconstructions using the same network with the input traces
determined by different {.

that a single point source results in the highest error among
all alternatives, due to its lowest sampling capability in the angular
domain. This suggests that it will be useful to consider a light source
with a larger support in future research on appearance acquisition.
The last column shows a binary pattern, which is trained by grad-
ually increasing the penalty for each intensity not to be on or off.
This pattern might be useful for high-speed acquisition with LED
light sources, since projecting a binary pattern does not involve the
more time consuming PWM, which is needed in projecting more
fine-grained intensity levels. In a pilot study, we also train multiple
RGB lighting patterns, and do not observe clear quality boost despite
the increase in the number of patterns. A systematic investigation
into this case will be promising for future work.

Furthermore, we compare the impact of two different lighting pat-
terns (visualized in the 2nd and 5th column, the top row in Fig. 14)
over appearance reconstruction in a physical acquisition experi-
ment. The results are shown in the 2nd and 4th image in Fig. 8,
the quality of which agrees with the corresponding network loss
reported in Fig. 14: using a fixed full-on pattern produces a result,
whose quality is slightly lower than using a pattern jointly opti-
mized with the reconstruction network; in particular, the tint of the
highlight on the face of the reconstructed bust deviates more from
the photograph and there are more visual discontinuities, when
captured with a full-on pattern. This experiment demonstrates the
effectiveness of our lighting pattern optimization.

Finally, we study the impact of the number of views (i.e., the
length of the trace) over the reconstructed specular lumitexels. Two
experiments are conducted. In one experiment, we test different
number of views used during training (Fig. 15). In the other, we
use a network trained with 64 views, and test its performance over
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different number of test views (Fig. 16). We observe both qualita-
tively and quantitatively that the appearance reconstruction quality
improves with the increase of training/test views. It is worth not-
ing that in Fig. 16, our network can perform even better, when the
number of test views exceeds the number of training ones. This
demonstrates the ability of the network to effectively aggregate
multi-view information in the trace.

9 LIMITATIONS & FUTURE WORK

Our work is subject to a number of limitations. First, we do not
explicitly account for global illumination effects like interreflec-
tions, similar to the majority of related work. Second, we require
a relatively precise 3D shape as input, although we have demon-
strated the robustness to minor geometric inaccuracies. In addition,
our data-driven network cannot faithfully infer appearance that
substantially deviates from the training samples.

We hope that this work could open up interesting directions for
future research. Besides addressing the above limitations, it will be
tempting to extend our idea to a tablet with a similar-sized screen
and a front camera (e.g., iPad Pro), to benefit a broader audience.
Also, we are highly interested in developing a neural mobile scanner
that supports the joint acquisition of reflectance and shape. More-
over, it will be useful to compute real-time feedback, to guide the
acquisition in a more active fashion.

ACKNOWLEDGMENTS

We would like to thank anonymous reviewers for their helpful com-
ments, Minyi Gu and Yaxin Yu for building the acquisition device,
Zimin Chen for calibrations and geometric alignment, Lijian Ge for
professional soldering, Yang Li for the discussion that motivates
this paper, Giljoo Nam and Min H. Kim for generously sharing the
bust model, Yue Dong for insightful discussions and Yiruo Zhao for
proofreading. This work is partially supported by the National Key
Research & Development Program of China (2018YFB1004300) and
NSF China (61772457, 62022072 & 61890954).

REFERENCES

Miika Aittala, Timo Aila, and Jaakko Lehtinen. 2016. Reflectance Modeling by Neural
Texture Synthesis. ACM Trans. Graph. 35, 4, Article 65 (July 2016), 13 pages.

Miika Aittala, Tim Weyrich, and Jaakko Lehtinen. 2013. Practical SVBRDF Capture in
the Frequency Domain. ACM Trans. Graph. 32, 4, Article 110 (July 2013), 12 pages.

Miika Aittala, Tim Weyrich, and Jaakko Lehtinen. 2015. Two-shot SVBRDF Capture for
Stationary Materials. ACM Trans. Graph. 34, 4, Article 110 (July 2015), 13 pages.

Artec. 2021. Space Spider Portable 3D Scanner. Retrieved January, 2021 from https:
/lwww.artec3d.com/portable-3d-scanners/artec-spider

Sai Bi, Zexiang Xu, Kalyan Sunkavalli, David Kriegman, and Ravi Ramamoorthi. 2020.
Deep 3D Capture: Geometry and Reflectance from Sparse Multi-View Images. In
CVPR. 5960-5969.

Guojun Chen, Yue Dong, Pieter Peers, Jiawan Zhang, and Xin Tong. 2014. Reflectance
Scanning: Estimating Shading Frame and BRDF with Generalized Linear Light
Sources. ACM Trans. Graph. 33, 4, Article 117 (July 2014), 11 pages.

Frederique Crete, Thierry Dolmiere, Patricia Ladret, and Marina Nicolas. 2007. The blur
effect: perception and estimation with a new no-reference perceptual blur metric.
In Human Vision and Electronic Imaging XII, Vol. 6492. 196 — 206.

Kristin J. Dana, Bram van Ginneken, Shree K. Nayar, and Jan J. Koenderink. 1999.
Reflectance and Texture of Real-world Surfaces. ACM Trans. Graph. 18, 1 (Jan. 1999),
1-34.

Valentin Deschaintre, Miika Aittala, Fredo Durand, George Drettakis, and Adrien
Bousseau. 2018. Single-image SVBRDF Capture with a Rendering-aware Deep
Network. ACM Trans. Graph. 37, 4, Article 128 (July 2018), 15 pages.

Valentin Deschaintre, Miika Aittala, Frédo Durand, George Drettakis, and Adrien
Bousseau. 2019. Flexible SVBRDF Capture with a Multi-Image Deep Network. In


https://www.artec3d.com/portable-3d-scanners/artec-spider
https://www.artec3d.com/portable-3d-scanners/artec-spider

Free-form Scanning of Non-planar Appearance with Neural Trace Photography « 124:11

Reduced Reduced

K : - i i Binar
Ground-Truth Baseline Coverage (16x8) Coverage (8x4) Full-on Linear Point y
L=10.6 L=116 L=1238 L=116 L=125 L=29.6 L=114

Fig. 14. Impact of lighting pattern over appearance reconstruction. The first column shows two different specular lumitexels. The top row of images visualize
different lighting patterns, and the next two rows are predicted specular lumitexels using a network corresponding to the pattern shown on the top. The
bottom row lists the validation loss for each network. Note that the full-on pattern is blank, as it has the same color as the background.

Ground-Truth 128 64 Ground-Truth 128

TTT
TTT
TTT

16 —_—

-

St

-

Fig. 16. Impact of the number of test views. A specular lumitexel and its

212 — reconstruction with the same network and different number of input views
s D during test, are shown in each row of images.
4
16 32 #views 64 128

CGF, Vol. 38. 1-13.
Yue Dong. 2019. Deep appearance modeling: A survey. Visual Informatics 3, 2 (2019),
Fig. 15. Impact of the number of training views. A different specular lumi- 59-68.
texel and its reconstruction with a network trained with different number Yue Dong, Guojun Chen, Pieter Peers, Jiawan Zhang, and Xin Tong, 2014. Appearance-

. . . . . from-motion: Recovering Spatially Varying Surface Reflectance Under Unknown
of input views, are shown in each of the first three rows of images. The Lighting. ACM Trans. Graph. 33, 6, Article 193 (Nov. 2014), 12 pages.

validation loss with respect to the number of training views is plotted at the Yue Dong, Jiaping Wang, Xin Tong, John Snyder, Yanxiang Lan, Moshe Ben-Ezra, and

bottom. Baining Guo. 2010. Manifold Bootstrapping for SVBRDF Capture. ACM Trans.
Graph. 29, 4, Article 98 (July 2010), 10 pages.

Mark Fiala. 2005. ARTag, a fiducial marker system using digital techniques. In CVPR.

ACM Trans. Graph., Vol. 40, No. 4, Article 124. Publication date: August 2021.



124:12 + Xiaohe Ma, Kaizhang Kang, Ruisheng Zhu, Hongzhi Wu, and Kun Zhou
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Cheongsam Bunny Vase Bust Amiibo Ironman

Mask

Fig. 17. Reflectance reconstruction results with our network. Each normal/tangent is added with (1, 1, 1) and then divided by 2 to fit to the range of [0, 1]* for
visualization. The roughness @ /ay is visualized in the red/green channel. Pre-captured shapes are also shown on the rightmost column for reference.
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A  GGX BRDF MODEL
The reflectance f is represented with the anisotropic GGX model [Walter et al. 2007]:

Floon 00, p) = Pd e D(wp; ax, ay)F(wi, 0p)G(wi, @o; ttx, aty)
T

4(w; - n)(wo - 1)

Here pg/ps is the diffuse/specular albedo, a/ay is the roughness, and wy, is the half
vector. In addition, D is the microfacet distribution function, F is the Fresnel term, and
G is the geometry term for shadowing/masking effects. Please refer to the original
paper for the precise definition of D, F and G. In addition, an index of refraction of 1.5
is used in all experiments.
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