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ABSTRACT

The state-of-the-art shape descriptors are usually lengthy for gaining high retrieval precision. With the rapidly growing number of 3-dimensional models, the retrieval speed becomes a prominent problem in shape retrieval. In this paper, by exploiting the capabilities of the dimensionality reduction methods and the deep convolutional residual network (ResNet), we developed a method for extracting short shape descriptors (with just 2 real numbers, named 2-descriptors) from lengthy descriptors, while keeping or even improving the retrieval precision of the original lengthy descriptors. Specifically, an attraction and repulsion model is devised to strengthen the direct dimensionality reduction results. In this way, the dimensionality reduction results turn into desirable labels for the ResNet. Moreover, to extract the 2-descriptors using ResNet, we transformed it as a classification problem. For this purpose, the range of each component of the dimensionality reduction results (including two components in total) is uniformly divided into \( n \) intervals corresponding to \( n \) classes. Experiments on 3D shape retrieval show that our method not only accelerates the retrieval speed greatly but also improves the retrieval precision of the original shape descriptors.

© 2019 Elsevier Ltd. All rights reserved.

1. Introduction

3D shape retrieval is a crucial topic in computer vision and pattern recognition, which aims to retrieve the most relevant shapes to the query shape, based on the shape descriptors. In the field of shape retrieval, there are two competing ingredients: retrieval accuracy and retrieval speed. While high retrieval accuracy requires long shape descriptors, quick retrieval speed needs short descriptors. The state-of-the-art studies on shape retrieval mainly focus on improving accuracy, thus producing lots of lengthy shape descriptors, sometimes with high dimensions [1–3]. Although the accuracies of the retrieval algorithms based on these lengthy descriptors are acceptable, the retrieval speeds are usually very slow in huge shape database. More seriously, when the traditional index structures are employed for the fast query, the space and time requirements grow exponentially in the dimension [4]. Although there are indexing methods that avoid the curse of dimensionality [5], they do not support the exact search, and the dimension is also an important factor especially when facing a huge shape database. Therefore, due to the rapidly growing number of 3D shapes, it has become an urgent task to develop high-speed shape retrieval algorithms for the huge shape database, while keeping high retrieval accuracy.

In this paper, we develop an effective method for extracting short shape descriptors from lengthy or high dimensional descriptors, while keeping or even improving the retrieval accuracy. Specifically, given a shape database with classification, the descriptors of the shapes in the database consist of a point set in a high dimensional space. First, as a high dimensional data set, the set of shape descriptors are projected to a 2-dimensional plane using the dimensionality reduction (DR) methods. Moreover, an attraction and repulsion model is devised to reinforce the classification results in the plane, by enlarging the inter-class margin and reducing the intra-class variance. Then, taking the original shape descriptors as input, a deep convolutional residual network (ResNet) is constructed and trained. To improve the fitting precision of the ResNet, each component of the projected 2-dimensional shape descriptors is transformed into a vector, and taken as a label. Using the ResNet, a short shape descriptor with just two real numbers, named 2-descriptor, can be extracted from lengthy or high dimensional shape descriptors. In our implementation, the shapeDNA (one-dimensional lengthy descriptor) and the Fourier shape descriptor (three-dimensional descriptor) are taken as the original shape descriptors, respectively, and two kinds of ResNets are
devised. It is shown by experiments that, the 2-descriptor generated by our method not only accelerated the retrieval speed significantly, but the retrieval precision is also improved as well, compared with the original lengthy or high dimensional descriptors.

The structure of this paper is as follows. In Section 2, some related work is briefly reviewed. In Section 3, the generation method of the 2-descriptor is introduced in detail, including the attraction and repulsion model and the construction and training of the ResNets. Moreover, the implementation details and results are presented in Section 4. Finally, Section 5 concludes the paper.

2. Related work

In this section, we briefly review the related work on 3 dimensional (3D) shape descriptors, dimension reduction (DR) methods, and descriptor learning methods by deep networks, respectively.

2.1. 3D shape descriptors

3D shape descriptors are compact discrete data to describe and represent 3D objects, usually represented as vectors or tensors, which provide an easy way to analyze and compare shapes. Because 3D shape descriptors encode geometrical or topological information of objects and are easy to process, they play a vital role in computer vision and graphics applications, including shape matching, recognition, and retrieval [6–8].

According to different levels in shape representation, 3D shape descriptors can be divided into two categories: global descriptors and local descriptors, which are surveyed in the following, respectively. The global shape descriptors catch the information of the entire shape, and are generally invariant with respect to isometric transformation. An important topic on global shape descriptors focuses on describing shapes with only one real number, thus generating the shape descriptors, including eccentricity [9], rectangularity [10], and convexity [11,12], etc. Although the study on scale shape descriptors is significant in theory, their retrieval accuracy is restricted. To improve the retrieval accuracy, recent work prefers lengthy shape descriptors, such as, light-field descriptor [13], graph based descriptor (Reeb Graph) [14], spectrum based descriptors (shapeDNA) [15], 5D-GDM [1], and medial axis spectrum [16], etc. Although the retrieval accuracy is improved by these lengthy global shape descriptors, the retrieval speed is very slow, especially in the huge shape database.

On the other hand, local shape descriptors capture important geometric information on local regions of 3D shapes, and are frequently employed in local shape analysis such as partial shape retrieval [17,18], and shape correspondence [19,20]. Representative work on local shape descriptors includes spin images [21], intrinsic shape signatures [22], heat kernel signature [6], wave kernel signature [19], etc. Usually, the local shape descriptors have more complicated structure and longer length than those of the global shape descriptors, and strategies like partial aggregation and bag of features [7,23] can be used to combine them together.

2.2. Dimensionality reduction methods

In our method, the lengthy shape descriptors in high dimensional space are projected onto a plane using the DR methods. The basic motivation of DR is to reduce the complexity of data and extract more compact and representative information. With the increasing complexity and high dimension of data, DR has become a basic operation across a variety of fields, e.g., feature extraction, data visualization and high-dimensional nearest neighbor query.

Some classical DR methods regard the data point set to be on a manifold in a high dimensional space and devote to preserve the relative distances in local neighborhoods. The key ingredient in these DR methods is the way of local neighborhood construction and low-dimensional embedding. For example, Isomap [24] extends the classical multidimensional scaling (MDS) [25], and the pairwise geodesic distances between points are strives to be kept. In LLE [26], the linear structure in the local neighborhood of each data point is tried to be preserved. Laplacian Eigenmaps [27] tries to minimize the low-dimensional distance between nearby data points. TSNE [28] tries to keep the distribution of data instead of distance. Moreover, the objective of LTSA [29] is to hold the local coordinate representation.

However, the direct DR results are not discriminative enough for the ResNet learning. Therefore, we develop an attractive and repulsion model to enlarge the inter-class margin and reduce the intra-class variance. In this way, the discrimination of the DR results are improved, and the ResNet learning process is better guided.

2.3. Descriptor learning via deep networks

With the success of deep learning architecture in the area of computer vision, especially the pretty good results of recognition challenge on imageNet [30], there has been a significant trend to learn descriptors according to different tasks or objectives by deep networks. For 3D objects, there are mainly two kinds of methods to extract features through the deep learning architecture, which are elucidated in the following.

The first kind of methods directly process the representation data of 3D objects, which are represented as collections of multi-view images or voxels. In this way, the classical CNNs can be employed. Exploiting the rendered views, Su et al. [31] developed the multi-view CNN to combine input views of an object through a view pooling layer. Moreover, Huang et al. [32] extended the view-based method to per-point representation. The multi-view image based methods are highly informative, but they are not concise, and sensitive to isometric geometric transformations. Also, by the multi-view image based methods, the size of data is significantly increased. On the other hand, Wu et al. [33] proposed the 3D shapeNets, a convolutional deep belief network, which regards a 3D shape as a distributions of binary variables on a 3D voxel grid. These methods can take the latest advancements in image processing. However, 2D views ignore the global 3D geometry information, and the voxel-based representations are generally coarse to ensure a satisfied computational cost.

Different from the first kind of methods, the second kind of approaches handle the features of the 3D objects. From the existing features of 3D objects, more discriminative high-level shape features are extracted as the shape descriptors, using the deep network. In Ref. [34], two low-level local 3D shape descriptors are encoded into geometric bag-of-features, from which the high-level descriptors are learned by a deep belief network. Fang et al. [35] developed the many-to-one encoder to force the input heat shape descriptors of the same class to be mapped to a pre-computed unique target descriptor. Ben-Shahat et al. [36] use the continuous generalization of Fisher vectors to represent 3D point clouds in their convolutional neural network. In [37], Han et al. represent 3D meshes as local function energy distributions, and learn discriminative hierarchical features by a convolutional deep belief network.

3. Method

The goal of our work is to find a high discriminative low-dimensional representation of 3D shapes from existing shape descriptors.
Mathematically, for each kind of shape descriptor, we aim to find a function $f$ that takes any descriptor $X_i$ extracted from shape $s$ as input and output a feature $Y_i = f(X_i) \in \mathbb{R}^d$ of much lower dimensionality as the new representation of shape $s$. Through this function, descriptors of 3D shapes can be quickly mapped to low-dimensional features.

Our architecture (refer to Fig. 1) encompasses three distinct steps:

- Different shape descriptors are extracted to represent 3D objects. In the final step, these high-dimensional descriptors are taken as the inputs of the ResNet.
- We reduce the dimensionality of the space of each kind of 3D shape descriptors to $d$ (in this paper, we select $d=2$) such that 3D shapes can be represented in low-dimensional space, and devise an attraction and repulsion model to iteratively optimize the DR result. Then the result of the attraction and repulsion model is transformed as the labels of the ResNet for training. This procedure guarantees high speed retrieval while keeping an acceptable precision.
- We then develop ResNet for each kind of shape descriptor to learn the process of dimensionality reduction.

3.1. Shape descriptors

The choice of shape descriptors is one of the most critical factors that affects the final retrieval performance. Here we select three standard descriptors as inputs to show our architecture, and they are different in data format.

3.1.1. CSD

The CSD [38] is a combination of seven shape attributes. Each of the shapes attributes: eccentricity [9], rectilinearity [10], convexity [11,12], compactness [39] and fractal dimension [40] intuitively describes the attribute of 3D objects in a certain aspect. The descriptor is a seven dimensional vector.

3.1.2. ShapeDNA

The ShapeDNA [15] is the first spectral shape signature for non-rigid shape analysis. It is the normed beginning sequence of the Laplace spectrum. The work has shown that several geometrical and topological properties, like area, volume, Euler characteristic are determined by the spectrum of the Laplacian. Since the spectrum is isometric invariant, it can be useful in non-rigid shape comparison.

Mathematically, if we have the solutions of the Laplacian eigenvalue problem $\Delta u = -\lambda u$, the first N smallest non-zero eigenvalues $0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_N$ are taken as the shapeDNA. Here $\Delta$ denotes the Laplace–Beltrami operator on the surface. The shapeDNA descriptor is a high-dimensional vector of numbers.

3.1.3. The Fourier descriptor

To extract the Fourier descriptor, 3D geometric shapes are represented as discrete signed distance fields (SDF). The discrete SDF is a scalar field, where each grid point stores the distance to the surface of 3D shape, and the negative or positive value indicates that the grid point is outside or inside the 3D shape respectively. The grid size of SDF is $128 \times 128 \times 128$ with two extra cells of padding in both directions to reduce border artifacts. We then select the top $m$ spectrum coefficients along each dimension to form a Fourier descriptor of grid size $m \times m \times m$, which is a tensor representation.

3.2. Dimensionality reduction to extract low-dimensional feature vectors

There are some considerations that we make to utilize the dimensional reduction method. As the examples we have mentioned in 2.1, most of the existing shape descriptors, either hand-craft or learned shape descriptors, are high-dimensional data. In the application of shape retrieval, we compare shapes by comparing corresponding shape descriptors. However, traditional index structures designed for the fast query are not suitable for high-dimensional data [4]. Approximate nearest neighbor search methods [5] speed up high-dimensional retrieval, but the accuracy is sacrificed and the dimension is also not to be neglected.

Based on the above discussion, we think that reducing the dimension of shape descriptors before retrieval is necessary, especially in the era of rapid data growth. Ideally, the points obtained through DR should ensure that similar objects are close to each other, and shapes belong to different categories are far apart. Therefore, we design an attraction and repulsion model to optimize the results of DR, and propose a learning based schema to obtain well behaved 2D points. The learning process is guided by a valid 2D representation from iterative optimization of the result of manifold learning method, which keeps the relative position of points in local neighborhoods before and after DR. After that, a deep neural network is applied to learn the mapping from shape descriptors to their corresponding 2D points.

3.3. Attraction and repulsion model

Existing manifold learning methods like Isomap [24], LLE [26] generally have good performance on high-dimension
datasets with desirable low-dimensional embedding structures. When facing complex problems, there may exist overlapping instances in the low-dimensional subspace. A bright idea to solve the overlapping is to dispar features belong to different categories and keep relative intra-class distance at the same time, as shown in Fig. 2.

Thus, to train the best feature vectors such that the low dimensional representation of geometrically and semantically similar shapes are close to each other, we propose an attraction and repulsion post-process to iteratively adjust the result of dimensional reduction work in order to guide deep learning in the next section.

In detail, suppose the 3D descriptors for training are classified according to the shape categories, the capacity of the ith class is \( n_i \), \( p_j \), \( j = 1, 2, \ldots, n_i \) denotes the \( j \)th low-dimensional feature vector of 3D objects that belongs to class \( i \), and \( C_i \) denotes the ith class center. The adjustment process is an iterative process, and each iteration encompasses two steps:

- The repulsion process. This process aims to improve the discrimination among feature vectors belong to different classes. For each class \( i \), the class center \( C_i = \frac{\sum_j p_j}{n_i} \) is first calculated as the mean of the features. Then a transfer vector \( v_i = \sum_j w_j^i (C_j - C_i) \) is calculated, which is regarded as the resultant of repulsive forces that all the other classes apply on class \( i \).

Here \( w_j^i \) is the weight that determines the magnitude of each force, and we set

\[
w_j^i = \begin{cases} \frac{1}{\sqrt{2\pi}} e^{-\frac{(p_j^i - C_i)^2}{2\sigma^2}}, & C_j \text{ is the kNN of } C_i, \\ 0, & \text{otherwise,} \end{cases}
\]

which means that the magnitude of the force that acts on class \( i \) is negatively correlated with the corresponding distance between classes, and the effects of distant classes (not in the \( k \) nearest neighbor of class \( i \)) are ignored. Points which belong to class \( i \) are then updated by the same transfer vector \( v_i^i \).

- The attraction process. This process aims to reduce the variation of each class. The points \( p_j^i \), \( j = 1, \ldots, n_i \) in each class \( i \) move toward the class center \( C_i \) with a displacement vector \( v_i^\delta = \min(e^{-\delta / 2}, 1 - e^{-\delta / 2})(C_j - p_j^i) \), where \( \delta \) denotes the maximum distance between class centers.

In this paper, the iteration is terminated if the maximum number of iterations is reached, or the coefficient of variation (the ratio of variance to mean of data points) no longer increase. Fig. 2 shows the performance of our adjustment process using the result of Isomap as the initial state. It can be seen that the adjustment of the dimensionality reduction process gradually improves the data overlapping and successfully enlarges the inter-class margin while reducing the intra-class variance.

![Fig. 2.](image-url) The result of the attraction and repulsion process. The initial state(\( \text{iter}_0 \)) is the result of Isomap on the Fourier shape descriptors. Points in different color belong to different classes.
3.4. Dimensionality reduction training

This procedure aims to find the function that maps a high dimensional shape descriptor to a low-dimensional representation while keeping good recognition power. Since the shape descriptors we select in Section 3.1 to represent 3D objects are in different formats, we developed networks in different structures for the training procedure.

We use the architecture of the ResNet [41] to train the dimensionality reduction mapping. Residual learning techniques have exhibited improved performance in computer vision problems [41,42]. The basic idea of the residual network is to insert a shortcut connection that skip one or more layers. The shortcut connection is selected as the identity mapping and it turns the output of stack layers into the input plus a residual item. By optimizing the residual mappings, the network address the possible degradation problem result from superimposed layers.

The input and output of the network are pre-computed high-dimensional descriptors and high-recognition low-dimensional points, respectively, and the training procedure is the least squares fitting problem. Since the ResNet is more appropriate for classification rather than fitting, we transform the regression problem into multiple classification problems. Because the output dimension is $d = 2$, two classification networks are devised to train the mappings for the two dimension, i.e., the $x$ and $y$ coordinates, respectively, and labels are obtained from the output data. For the first dimension, the range of $x$-coordinates are uniformly divided into $M$ intervals (left-open and right-closed). Then, we record the value of interval length $\Delta_x$ and the minimal value of $x$-coordinates $\min_x$, and train a classification network of $M$ classes according to the $x$-coordinates. If the $x$-coordinate lies in the ith interval, we set its class label of $x$ as $\text{label}_x = i$ and it is represented as standard softmax variables in the net. The same procedure applies to $y$.

For the test data, the 2-descriptor $(x', y')$ is extracted from the inverse of the above process, i.e., $x' = \text{label}_x \times \Delta_x + \min_x$, $y' = \text{label}_y \times \Delta_y + \min_y$. In this way, we get better fitting precision than directly training the regression problem.

As indicated in Fig. 3 left, our network for the Fourier descriptor consists of one convolutional layer, one max-pooling layer followed by four blocks, one average pooling layer and one fully connected layer with softmax. The convolution layers mostly have $3 \times 3$ filters, and the number of filters follows the rules in [41]. Fig. 3 right shows the building block, which is the stack of three convolution layers with a shortcut connection skipping them. For the jth dimension of the target value, the objective function of the proposed network is the cross entropy function:

$$\argmin_{W,b} \left(- \sum_i v^j_i \cdot \log h(s_i, W, b) \right).$$  \hspace{1cm} (2)

where $W$ is the weight matrix of the multiple-hidden-layer neural network, $b$ is the bias matrix, $s_i$ represents the ith training sample and $v^j_i$ in vector format is the jth coordinate of the corresponding target value, $h(s_i, W, b)$ in general is a non-linear mapping from the input $s_i$ to the output.

For the CSD and shapeDNA, the two descriptors are in vector format. The network is designed to be similar to the network designed for the Fourier descriptor. Fig. 3 middle shows their network structure. The only difference is that there is no max-pooling layer after the first convolution layer, and all the operations are one dimensional.

4. Implementation, results and discussions

4.1. Datasets

We carry out several experiments for shape retrieval to assess the performance of our dimensionality reduction method. The Princeton ModelNet dataset is a collection of 3D CAD models for objects which contains 127,915 3D models from 662 categories. In our implementation, modelNet40, a clean and well annotated subset of modelNet, is employed to evaluate the effect of our DR method on the Fourier descriptor and CSD. ModelNet40 is provided on the ModelNet website [43] with 12311 shapes from 40 common categories. In our experiments, we use the same training and test split of ModelNet40 as in [33].

For the shapeDNA descriptor, we conduct related experiments on the Shrec’15 database. Shrec’15 contains 1200 watertight meshes that are derived from 50 original models. Each of the original model and 23 deformed versions of it constitute one category of this database. We randomly choose 1/3 models as the test set, and the remaining are used for training.

4.2. Implementation details

Before experimentation, we need to pre-process the raw data. When computing shapeDNA, the spectrum of non-manifold meshes maybe completely wrong. To solve this, one way is to convert these non-manifold meshes into the SDF zero-value iso-surface or to compute shapeDNA on manifold datasets. And that is why we chose Shrec’15 instead of ModelNet to conduct related experiments.

In the initial DR stage, there are also things to be considered. When we apply traditional DR methods on the original shape descriptors, we choose cosine distance for shapeDNA, and Euclidean distance for CSD and Fourier descriptor. Also, several outliers of the initial DR result are deleted first to better guide deep learning. In our experiments, outliers should be removed only when we perform Isomap and MDS on the CSD.

In addition, before the attraction and repulsion process, the range of data should be scaled to a proper size. The weight of each repulsive force and its magnitude is determined by the distance between class centers. As shown in Fig. 4, the magnitude of repulsive force increases at the early stage and then decreases with distance increasing. If the distance between class centers is far enough, the magnitude of the repulsive force will be too small to have enough influence on the position of 2D points. Thus, the initial state of the iterative dimensional reduction needs a small range, which we generally choose to be not wider than $[-2, 2]$.\[\]
Section 3.4. is very crucial, $M$ should be large enough to distinguish data from different classes. Moreover, oversizing $M$ may split several classes into multiple smaller sets. In our experiments, the choice $M = 100$ is suitable in most cases.

In the experiments, we also test the time consumption of our architecture in the training and test phase. Before training, the time consuming of the attraction and repulsion model is determined by the size of datasets and the number of iterations, and we show the time cost of its initialization and iterations in Table 2.

As for the training process, it takes 53 min 28 s for the Fourier descriptor, 16 min 36 s for CSD and 20min10s for the shapeDNA to train 30,000 steps. In the test stage, we input shape descriptors of one shape into the ResNet, and record the time of running the trained model many times. As an average of 10,000 times, it respectively costs 8.5 ms, 8.6 ms and 6.7 ms for the three descriptors CSD, shapeDNA and Fourier descriptor to generate their corresponding 2-descriptors. This shows the high efficiency of our method.

### 4.3. Retrieval precision and retrieval speed

In the experiment, we first evaluate the performance of the extracted 2-descriptors from 3D shape retrieval experiments. In Fig. 5, the precision-recall curves of descriptors are shown to evaluate their retrieval precision. Here, Isomap is chosen as the initialization of DR to produce the 2-descriptors. Experiments about CSD and Fourier descriptor are performed on modelNet40, and those about shapeDNA are performed on Shrec’15. For convenience, we denote the 2-descriptor generated from descriptor A by DR methods B with the attraction and repulsion model as A-B. From the comparison, 2-descriptors CSD-Isomap and Fourier-Isomap have better performance than the original shape descriptors CSD and Fourier descriptor, and only the 2-descriptors shapeDNA-Isomap performs a little bit worse than the original shapeDNA. In Fig. 6, we compare the original descriptors with their corresponding 2-descriptors generated by Isomap on an example of shape retrieval. The retrieval behavior also supports the above conclusion from Fig. 5.

![Fig. 4. The influence of $\sigma$ and center distance on the actual repulsive forces.](image)

<table>
<thead>
<tr>
<th>CSD</th>
<th>Fourier</th>
<th>ShapeDNA</th>
</tr>
</thead>
<tbody>
<tr>
<td>DR</td>
<td>Isomap</td>
<td>MDS</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>scale</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1: Parameters of the attraction and repulsion process.
Fig. 5. The PR curve of the original shape descriptors and their corresponding 2-descriptors.

Fig. 6. The retrieval behavior of descriptors and their corresponding 2-descriptor generated by Isomap. The blue ones indicate the query shape, and yellow ones are the corresponding query results. The method from top to bottom in each row is: shapeDNA, shapeDNA-Isomap, Fourier, Fourier-Isomap, CSD, CSD-Isomap (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.).
Table 2
The time cost of the attraction and repulsion process in the training phase.

<table>
<thead>
<tr>
<th></th>
<th>Isomap</th>
<th>MDS</th>
<th>Laplacian</th>
<th>tSNE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fourier</td>
<td>731.20</td>
<td>15.36</td>
<td>12.90</td>
<td>3.12</td>
</tr>
<tr>
<td>CSD</td>
<td>759.46</td>
<td>14.63</td>
<td>3.36</td>
<td>4.62</td>
</tr>
<tr>
<td>shapeDNA</td>
<td>0.65</td>
<td>0.04</td>
<td>0.06</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Fig. 7. The PR curve of the Fourier descriptor and its corresponding 2-descriptors and 3-descriptors.

Table 3
Retrieval time (average of 10,000 times 10-NN queries, unit: ms).

<table>
<thead>
<tr>
<th></th>
<th>CSD</th>
<th>shapeDNA</th>
<th>Fourier</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D retrieval</td>
<td>0.005</td>
<td>18.4</td>
<td>0.005</td>
</tr>
</tbody>
</table>

It is worth noting that our framework that generates 2-descriptors can be extended to generate higher dimensional short descriptors, for example, 3-descriptor (short descriptor with just 3 real numbers). However, the attraction and repulsion model has successfully separated DR results (see Fig. 2), which makes the trained dimensionality reduction mapping able to keep the metric of descriptor space. As shown in Fig. 7, 2-descriptors and their corresponding 3-descriptors have similar retrieval performance. So, the increase in dimension does not lead to higher discriminatory ability. Here, we use different parameters $\sigma$ and $k$ for 3-descriptors, the parameter pairs ($\sigma$, $k$) for Fourier-Isomap-3D, Fourier-MDS-3D, Fourier-Laplacian-3D and Fourier-tSNE-3D are respectively (0.3,15), (0.1,12), (0.3,15) and (0.25,10).

We evaluate the retrieval time comparing the 2-descriptors with the three original descriptors in different formats. Results are listed in Table 3. In the experiment, we use the kd-tree as an index structure for descriptor query and conduct an approximate query for high dimensional descriptors through an open source library called FLANN (Fast Library for Approximate Nearest Neighbors) [44]. The data in Table 3 are evaluated as the mean of 10,000 times 10-NN queries on the whole dataset ModelNet40. The results show that our 2-descriptor accelerates the retrieval speed greatly relative to high-dimensional shape descriptors.

The above experiments show the advantage of our 2-descriptors, that is to say, our trained DR methods successfully keep the retrieval ability of original shape descriptor while reducing the time consumption at the same time.

4.4. Influence of different DR methods

It is clear that the original descriptor and DR method influence the retrieval precision. Since our architecture mainly focus on the improvement of a fast query of high dimensional descriptors, we will now evaluate the effect of different DR methods on the recognition ability of shape descriptors, and compare the retrieval behavior of shape descriptors and their corresponding 2-descriptors using the four scores, NN, 1-Tier, 2-Tier, DCG.

We list their scores in Tables 4 and 5. Four kinds of DR methods: MDS [25], Isomap [24], Laplacian [27] and tSNE [28] are used to evaluate the effect of different DR methods. It is clear that nearly all 2-descriptors have improvements on the sore FT, ST and DCG of original descriptors. The 2-descriptors extracted from the Fourier descriptor especially show significant improvement, which indicates that the convolution structure is more suitable for our proposed Fourier descriptor than others. For the CSD and shapeDNA, they do not have well improvements like the Fourier
Table 4
Retrieval performance on the ModelNet40 test dataset.

<table>
<thead>
<tr>
<th>Methods</th>
<th>NN(%)</th>
<th>FT(%)</th>
<th>ST(%)</th>
<th>DCG(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSD</td>
<td>46.8</td>
<td>21.3</td>
<td>31.6</td>
<td>62.0</td>
</tr>
<tr>
<td>CSD-Isomap</td>
<td>35.9</td>
<td>30.2</td>
<td>36.7</td>
<td>63.6</td>
</tr>
<tr>
<td>CSD-MDS</td>
<td>34.6</td>
<td>29.2</td>
<td>35.7</td>
<td>63.0</td>
</tr>
<tr>
<td>CSD-Laplacian</td>
<td>28.3</td>
<td>29.5</td>
<td>35.7</td>
<td>63.3</td>
</tr>
<tr>
<td>CSD-tSNE</td>
<td>31.2</td>
<td>29.8</td>
<td>35.6</td>
<td>63.3</td>
</tr>
<tr>
<td>CSD-IsokRR</td>
<td>27.8</td>
<td>22.6</td>
<td>35.4</td>
<td>61.2</td>
</tr>
<tr>
<td>CSD-S-LE</td>
<td>29.3</td>
<td>19.5</td>
<td>29.7</td>
<td>58.7</td>
</tr>
<tr>
<td>CSD-LDA</td>
<td>23.5</td>
<td>18.6</td>
<td>30.8</td>
<td>58.7</td>
</tr>
<tr>
<td>Fourier</td>
<td>61.1</td>
<td>24.1</td>
<td>32.6</td>
<td>64.2</td>
</tr>
<tr>
<td>Fourier-Isomap</td>
<td>53.3</td>
<td>46.3</td>
<td>52.7</td>
<td>73.5</td>
</tr>
<tr>
<td>Fourier-MDS</td>
<td>50.3</td>
<td>43.7</td>
<td>50.7</td>
<td>72.3</td>
</tr>
<tr>
<td>Fourier-Laplacian</td>
<td>51.3</td>
<td>48.1</td>
<td>53.4</td>
<td>74.3</td>
</tr>
<tr>
<td>Fourier-tSNE</td>
<td>54.8</td>
<td>45.8</td>
<td>51.3</td>
<td>72.9</td>
</tr>
<tr>
<td>Fourier-IsokRR</td>
<td>27.1</td>
<td>19.3</td>
<td>29.6</td>
<td>58.1</td>
</tr>
<tr>
<td>Fourier-S-LE</td>
<td>41.1</td>
<td>25.3</td>
<td>34.7</td>
<td>63.0</td>
</tr>
<tr>
<td>Fourier-LDA</td>
<td>23.0</td>
<td>12.2</td>
<td>20.5</td>
<td>55.8</td>
</tr>
</tbody>
</table>

Table 5
Retrieval performance on the shrec15 test dataset.

<table>
<thead>
<tr>
<th>Methods</th>
<th>NN(%)</th>
<th>FT(%)</th>
<th>ST(%)</th>
<th>DCG(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>shapeDNA</td>
<td>81.3</td>
<td>48.6</td>
<td>60.6</td>
<td>73.9</td>
</tr>
<tr>
<td>shapeDNA-Isomap</td>
<td>66.5</td>
<td>56.5</td>
<td>60.8</td>
<td>71.9</td>
</tr>
<tr>
<td>shapeDNA-MDS</td>
<td>63.2</td>
<td>49.2</td>
<td>53.3</td>
<td>68.0</td>
</tr>
<tr>
<td>shapeDNA-Laplacian</td>
<td>53.0</td>
<td>47.2</td>
<td>57.1</td>
<td>65.8</td>
</tr>
<tr>
<td>shapeDNA-tSNE</td>
<td>66.0</td>
<td>51.2</td>
<td>59.5</td>
<td>70.9</td>
</tr>
<tr>
<td>shapeDNA-IsokRR</td>
<td>55.5</td>
<td>43.5</td>
<td>53.6</td>
<td>65.5</td>
</tr>
<tr>
<td>shapeDNA-S-LE</td>
<td>58.5</td>
<td>37.9</td>
<td>50.7</td>
<td>63.0</td>
</tr>
<tr>
<td>shapeDNA-LDA</td>
<td>24.0</td>
<td>15.6</td>
<td>23.7</td>
<td>41.6</td>
</tr>
</tbody>
</table>

4.5. The importance of the attraction and repulsion model

In Section 3.3, we introduce the attraction and repulsion model. It is clear that the discriminatory ability of the generated 2-descriptors is determined by hand-crafted shape descriptors and DR methods. Thus, a good DR result is helpful for training a mapping that reduces the dimension of high dimensional descriptors, while keeping the metric of the space of shape descriptors at the same time. Because the attraction and repulsion model improves the DR result, it is beneficial to training a good mapping. For demonstrating the importance of the attraction and repulsion model, we compare the retrieval performance of 2-descriptors generated with and without the attraction and repulsion model and show the results in Table 6, where the 2-descriptor generated from descriptor A by DR method B without the attraction and repulsion model is denoted by A-B-noAR, and the 2-descriptor generated from descriptor A by DR methods B with the attraction and repulsion model as A-B. It is clearly that the retrieval accuracy has significantly improved by the attraction and repulsion model.

Table 6
Comparison of the 2-descriptor generated with and without the attraction and repulsion model.

<table>
<thead>
<tr>
<th>Methods</th>
<th>NN(%)</th>
<th>FT(%)</th>
<th>ST(%)</th>
<th>DCG(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fourier-Isomap-noAR</td>
<td>23.5</td>
<td>15.3</td>
<td>25.2</td>
<td>55.5</td>
</tr>
<tr>
<td>Fourier-Isomap</td>
<td>53.3</td>
<td>46.3</td>
<td>52.7</td>
<td>73.5</td>
</tr>
<tr>
<td>Fourier-MDS-noAR</td>
<td>17.1</td>
<td>12.7</td>
<td>21.7</td>
<td>53.3</td>
</tr>
<tr>
<td>Fourier-MDS</td>
<td>50.3</td>
<td>43.7</td>
<td>50.7</td>
<td>72.1</td>
</tr>
<tr>
<td>Fourier-Laplacian-noAR</td>
<td>21.9</td>
<td>17.9</td>
<td>26.5</td>
<td>56.6</td>
</tr>
<tr>
<td>Fourier-Laplacian</td>
<td>51.3</td>
<td>48.1</td>
<td>53.4</td>
<td>74.3</td>
</tr>
<tr>
<td>Fourier-tSNE-noAR</td>
<td>44.1</td>
<td>23.8</td>
<td>32.4</td>
<td>62.0</td>
</tr>
<tr>
<td>Fourier-tSNE</td>
<td>54.8</td>
<td>45.8</td>
<td>51.3</td>
<td>72.9</td>
</tr>
</tbody>
</table>

4.6. Comparison to other supervised DR methods

The proposed method utilizes unsupervised DR methods as the initial state of our attraction and repulsion model. Although there exist supervised DR methods, our methods outperform them on the retrieval application.

We conduct retrieval experiments for three supervised DR methods IsokRR [45], S-LE [46] and LDA [47], on the datasets mentioned above. The out-of-sample mappings are applied for the test data after the embedding of the training points are learned. The retrieval performance of these three methods is listed at the tail of Tables 4 and 5, from which we can see a clear advantage of our method over them gain.

The three supervised DR methods have relatively good performance on the training set. However, they behave worse on the test dataset. The reason may be that they only preserve the pairwise distance of the training data, and can not extend well to the whole data manifold. When dealing with out-of-sample sets, they have weaker generalization ability than our method.

5. Conclusion

In this paper, we proposed a new architecture for shape retrieval. Our architecture combines the advantages of dimensionality reduction and deep learning, Taking a lengthy shape descriptor as input, our method can generate a 2-descriptor with only two components effectively and efficiently. By the 2-descriptors, not only is the retrieval speed accelerated significantly, but the retrieval precision is improved as well, compared with the original lengthy shape descriptors. The 2-descriptors developed in this paper will play a more and more important role in large scale shape retrieval in huge shape data set with rapidly growing number of shapes.
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