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Abstract
Narrow, inextensible, and naturally flat ribbons have some special and interesting phenomena under isometric deformations. Although a ribbon has a shape between rod and shell, directly applying the geometric representation designed for them imposes a challenge to faithfully reproduce interesting behaviors. We thus parameterize the ribbon surface as a developable ruled surface along its centerline and represent it using a framed centerline curve. Then the elastic and kinetic energy of the ribbon surface can be equivalently yet compactly described by the framed centerline curve only. To avoid numerical singularity when developability is violated, a finite Taylor series approximation to the potential energy is adopted. Under the observation that the off-centerline part of ribbon contributes little dynamic effect, the kinetic energy is simplified with respect to the centerline velocity only. For efficiency, each time step is separated into two stages: dynamically evolving the centerline, and then quasi-statically updating the ruling. We validate the method with qualitative analysis and ribbon specific phenomena comparisons with real-world scenarios. A set of comparisons to rod and shell model is also provided to demonstrate the advantages of our method.

Categories and Subject Descriptors (according to ACM CCS):
Computer Graphics [I.3.5]: Computational Geometry and Object Modeling—Physically based modeling; Computer Graphics [I.3.7]: Three-Dimensional Graphics and Realism—Animation;

1. Introduction
An intermediate form between rod and shell that has a low ratio of width to height and negligible thickness, is called ribbon or strip. Examples of ribbon-like objects in our daily life are ornamental ribbons, film circuit boards, paper strips, and tailoring measures. Other microscopic forms include graphene sheets, crystalline ribbons, DNA, and biopolymers. The shape of a narrow, inextensible, and naturally flat ribbon is a smooth developable surface (except the rims), and thus a ruled surface. Such a special geometry property makes the ribbon exhibit some important static (Fig. 1) and dynamic (Fig. 7) behaviors that are quite challenging for existing simulation methods.

Although there are many physically based simulation approaches for rod and shell, they are not suitable for ribbons
concerning the geometric accuracy, physical accuracy and efficiency. An accurate and efficient reproduction of the ribbon simulation remains a challenging problem. A straightforward solution would be adopting shell simulation methods and enforcing inextensibility as hard constraints. For a visually pleasing simulation, such schemes demand high mesh resolution, and large number of length constraints and thus lead to low performance. To derive an accurate and efficient model, we leverage ribbon’s geometry and energy properties with the following contributions:

**Geometric description** We base our ribbon model on a geometrically exact and efficient curve-based representation. Compared with the methods used in the shell model, our method only requires small number of the DOFs, and the inextensible property is almost addressed in the geometrical representation, thus the cost of constraint handling in dynamic simulation is alleviated. Besides, the representation is able to handle the singularities and non-regular centerline, which are inevitable in a dynamic simulation.

**Energy model** Non-admissible configuration caused by the user input, contacts and numerical method will lead to infinite potential energy density and consequently the problem of singularity and instability. By using a finite Taylor series and a set of constraints to approximate the potential energy, we eliminate this problem without losing the interesting properties.

**Integration method** Regarding the low inertia motion as quasi-static, we propose an efficient two-stage time integration scheme: dynamically evolving the centerline according to motion equation, and then updating the ruling by optimization. Such a two-stage scheme greatly alleviates the numerical difficulties.

For validation, we study the geometric properties, static equilibrium and dynamic behavior of the simulation results through a series of comparisons with quantitative data found in mechanics literature and real-world experiments. To demonstrate the advantages of our ribbon model, we also provide a set of comparisons to the traditional rod and shell models.

2. Related Work

This section briefly reviews the most related techniques about inextensible ribbon-like objects simulation.

**Rod model** The most prominent reduced model for rod simulation is based on Cosserat rod theory [CCBC09] or Kirchhoff-Love rod theory [Duh92], which presents a continuum physical model for the geometrically exact simulation of rod-like objects. The model is first introduced to the graphics community in [Pat02] for virtual interaction of surgical wires. Later many works focus on different geometric representations. Representative methods include the piecewise super helical [BAC+06, Ber09], the spline-quaternion representation [TGAB08], and the piecewise linear curve with a quaternionic frame [GS07, ST07, ST08a]. A more recent work [BWR*08] employed a simplified curve-angle representation based on the parallel transport and holonomy.

To support anisotropic bend response around centerlines, two orthogonal bending directions are separated [ST07, ST08a, BWR*08], yielding a symmetric positive definite matrix for expressing the bend energy. Although the bending behavior of ribbon can be approximated with the rod model by setting the bend response in one principal direction to extreme, the essential geometric property of ribbon, developability, can not be preserved. One example is the twisting of a ribbon-like object under tension makes its two rims elongated.

**Shell model** The Kirchhoff-Love shell theory [Cia00] establishes a mechanical foundation for characterizing the dynamics of thin shells or plates. Under the assumption that a shell is thin, a deformation model that considers the bend (flexural) and stretch (membrane) energies while neglecting shear is yielded. To derive a discrete bend energy, a finite element method (FEM) [BS08] or a subdivision scheme [COS00, GKS02] is applied to its mid-surface to measure the discrete curvature and length.

Based on shell theory, pioneering works for discrete bend model have been proposed [GHDS03, BMF03], in which a non-quadratic bending energy is used. Later a new quadratic bend energy with a constant Hessian [WBH*07] is derived under the assumption of isometric deformation, and a cubic energy [GGW207] by taking non-flat cases into consideration. For other approaches that generate physically accurate bend deformation, please refer to [HB00, CK05].

**Enforce inextensibility** Traditional numerical methods that enforce inextensibility constraints are the penalty method or Lagrangian method [NW99]. The most popular method is the fast projection method [GHE+07], which handles inextensibility constraints by inaccurately solving the Lagrangian function with the range space method [NW99]. With conforming elements [BS08], [GHE+07] achieved ‘quasi-inextensible’ cloth simulation by using non-stiff springs on non-warp-weft edge. Although ‘locking’ is circumvented, perceptible shear is introduced, thus it can not be regarded as totally inextensible. An improvement is using nonconforming elements [EB08]. However, nonconforming elements introduce length error when being converted to conforming elements and incur the ghost force when enforcing conformity of boundary vertices, and such effect is amplified in the ribbon context as the transverse resolution is low and the boundary elements take a large proportion. Enforcing nonlinear inextensibility constraints is slow compared with shell bend force evaluation, because its number is proportional to the size of underlying two-dimensional surface.

**Rectifying developable** Rectifying developable is a kind of ruled surface, formed by the envelope of rectifying
planes of a regular curve [PM02]. It has been used for paper [BW07] and architectural modeling [PHD’10], as well as the analysis of curvature and torsion distribution of Mobius centerline [SvdH07]. Solomon et al. [SVWG12] proposed to model a developable surface by multiple developable patches from user prescribed polygonal structure. Ribbons have simpler such patch structure, but it changes in the simulation, and our method is able to automatically captures the singularities in the structure that must be manually specified in [SVWG12]. A recent work [GM10] employed a rectifying developable to study the statistical mechanics of ribbon-like polymer, but can only be used for a rough-scale shape analysis of ribbon with a regular centerline curve.

3. The Ribbon Model

In previous works [BW07, SvdH07], the geometry of a ribbon is described by a classic rectifying developable surface. The classic rectifying developable is a surface constructed from a regular curve (a curve with no curvature vanishing points). Upon the curve there exists a unique developable ruled surface formed by the envelope of its rectifying planes. In the following paragraphs, we first review the classic rectifying developable and demonstrate that it does not fit into simulation context well. Then, we propose our ribbon representation: the generalized rectifying developable.

**Notation** For clarity, in the following text, we will not write out the parametric variables for a quantity if no ambiguity arises. For instance, \( \kappa \) denotes \( \kappa(u) \), \( S(u,v) \) denotes \( S(u,v) \). The prime symbol \( ' \) denotes the derivative with respect to the parameter value \( u \), namely, \( \nabla_u \). Likewise, the dot symbol \( \cdot \) stands for the derivative with respect to the time, i.e., \( \cdot_t \).

3.1. Rectifying Developable

A developable ribbon surface \( S \) in a rectangular shape with length \( l \) and width \( w \) can be described by its regular centerline curve \( r \):

\[
S(u,v) = r(u) + v\alpha(u) , \\
\alpha(u) = d_2(u) + \eta(u) d_1(u) , \\
\eta(u) = \tau(u)/\kappa(u) , \\
u \in [0,l], v \in [-\omega/2, \omega/2].
\]

Here, \( S \) is the rectifying developable, \( \omega \) is the *ruling*, and \( M = (d_1, d_2, d_3) \in \mathbb{R}^3 \times 3, d_{4} \in \mathbb{R}^3 \) constitutes the material frame along \( r \), which always coincides with the Frenet frame because \( r \) is a geodesic on \( S \). \( d_3 \) and \( d_4 \) are the unit tangent, unit normal and unit binormal respectively, with centerline curvature \( \kappa = d_3 \cdot d_1 \) and torsion \( \tau = d_1 \cdot d_2 \). Such a frame naturally satisfies the zero-binormal-curve constraint: \( d_3^t \cdot d_3 = 0 \), which is an intrinsic property of an inextensible ribbon.

However, it needs a length constraint \( c_l = \| r' \| = 1 \) to ensure centerline is inextensible. No-ruling-intersection constraint is also required to keep the curve of regression \( \text{reg}(u) \) (a curve formed by the intersection points of rulings) out of \( S \),

\[
c_l : | \eta' | < 2/w. \quad (2)
\]

It can be derived in a geometric way similar to [BW07], and it is necessary for an admissible shape. To ensure that all the points on the ribbon are covered by rulings intersected with the centerline \( u \in [0,l] \), two ending edges of the ribbon are assumed to be parallel to \( d_2 \), i.e. \( \eta(0) = \eta(l) = 0 \).

3.2. Elastic energy

The elastic energy of a naturally flat ribbon surface that undergoes isometric deformations is \( \frac{1}{2} \kappa^2 \int dA \) [WBH’07], where \( D \) denotes the material stiffness, and \( H \) is the mean curvature with two principal curvatures \( \kappa_1, \kappa_2 \). Note zero Gaussian curvature of a developable surface transforms elastic energy into \( \frac{1}{2} D \int \kappa^2 dA \). By differential geometry [PM02], the maximum principle curvature \( \kappa_1 \) along the ruling is \( \kappa_1 = \frac{\kappa_1 + \kappa_2}{2} \), and the infinitesimal area \( dA \) in the differential form is \( dA = (1 + \eta^2) du dv \). Integrating along the transverse direction \( v \) yields the elastic energy for \( S \):

\[
V = \frac{1}{2} D \int \kappa^2 \left( 1 + \eta^2 \right)^2 \ln \left( \frac{1 + \omega^2 \eta^2}{1 - \omega^2 \eta^2} \right) du, \quad (3)
\]

which has the same formulation as the one presented in [SvdH07, GM10]. The term of \( \ln \) reveals the physical nature of the no-ruling-intersection constraint, i.e. an infinite energy density.

3.2.1. Truncate Infinity Energy

Computing the energy in Equation (3) is numerically problematic because the logarithm term is singular or not defined when the curve of regression is inside \( S \). This is due to \( S \) is assumed to be developable (no-ruling-intersection constraint is hold) when deriving (3), and a ‘Log Barrier’ is formed in the energy to ‘penalize’ the curve of regression out of \( S \). The no-ruling-intersection constraint can be removed from Equation (3) by applying the Taylor expansion to the logarithm term because the convergence condition for Taylor series is exactly the no-ruling-intersection constraint. With some standard derivations, we have:

\[
V = \sum_{a=0}^{\infty} \frac{\omega^{2a+1} D}{(2a+1)!} \int (\eta^2)^a \left( \kappa^2 + 2 \tau^2 + \tau^2 \eta^2 \right) du, \quad (4)
\]

where \( a \) is the order of the Taylor expansion. \( V \) is empirically truncated at 5th-order in our experiments. By using an explicit constraint to prevent ruling-intersection in simulation, such an approximation eliminates infinity in the energy without losing much accuracy.
3.2.2. Handle Non-Regular Centerline

The ruling direction \( \eta \) is critical for the energy in Equation (3). If the centerline is a regular curve, we can derive a well-defined \( \eta \) from the Frenet frame. However, the centerline can be non-regular (i.e. in flat or wavy shape). When there is non-regular point on the centerline, the Frenet frame may flip, and leads to difficulty on evaluating \( \eta \). Such an issue is caused by the definition of curvature and normal: \( \kappa = ||\mathbf{d}_3|| \) and \( \mathbf{d}_1 = \mathbf{d} \times \mathbf{n} \) in the Frenet frame, which keeps \( \kappa \geq 0 \), and \( \mathbf{d}_1 \) in the same direction as \( \mathbf{d} \). It can be addressed by rotating the Frenet frame along \( \mathbf{d}_1 \) with \( \tau \), so that it aligns \( \mathbf{d}_1 \) to the normal on one side of the orientable ribbon, and then becomes a smooth and differentiable material frame. In § 6.2, we show that the non-orientable surface can also be described with this representation by introducing transition function.

In a non-regular point with \( \kappa = 0 \), \( \tau \) must be zero, because the non-orientable ribbon can not be twisted without bending. In this case, the ruling \( \eta = \tau \kappa \) is in \( 0/0 \) indeterminate form, which means that \( \omega \) is not well-defined. However, the shape and orientation of the ribbon is not affected by the choice of \( \eta \) in such a region.

3.3. Kinetic energy

To derive the kinetic energy we sum up the translational kinetic energy of all mass particles on \( S. T = \frac{1}{2} \rho \int \mathbf{v}^2 dA \). The kinetic energy can be derived from its frame-adapted centerline:

\[
T = \frac{1}{2} \rho \int \left( w^2 + \frac{w^2}{6} \eta^2 \right) du. \tag{5}
\]

Evaluating Equation (5) is complicated, especially after the expansion of \( \hat{\omega} \). Here we simplify it by ignoring low inertial and high frequency motion in the ribbon simulation. Note that a quasi-static twist treatment for rod [BWR'08] is based on the observation that the twist wave travels much faster than the bend wave. To adopt the instant twist wave propagation scheme we need to identify the twist component comparable with rod twist. Fortunately, the generalized rectifying developable enables an effective means to extract the twist component as twist on the ribbon (in analogy to the change of the binormal \( \mathbf{d}_3 \) in the Cosserat rod model), the simplified kinetic energy is:

\[
T = \frac{1}{2} \rho \int \mathbf{v}^2 du. \tag{6}
\]

3.4. Generalized coordinates

The choice of the generalized coordinates affects performance and stability. Considering the non-admissible configuration is inevitable, directly deriving the material frame from the centerline is problematic, thus we use the material frame explicitly instead of deriving it from the centerline. The ruling direction is heavily involved in geometry representation, checking admissibility and energy terms, so, the same to the material frame, we also deal it a free variable in the following generalized coordinates \( g \), which is efficient and singularity-free:

\[
g = \{ \mathbf{q}, \eta, \mathbf{r} \}, \tag{7}
\]

where \( \mathbf{q} \) is a quaternion that represents the material frame \( \mathbf{M}, \mathbf{r} \) and \( \eta \) are the same as before. Except for the Unit-quaternion constraint \( c_u = ||\mathbf{q}|| = 1 \), which ensures a valid quaternion, these variables are under a set of constraints from rectifying developable to make \( g \) represent an admissible inextensible ribbon shape:

1. parallel \( c_{par} = r'\parallel r'' - d_1(q) = 0 \).
2. zero-binormal-curvature: \( d_3(q)'\parallel d_3(q) = 0 \).
3. length: \( c_1 = ||r'|| - 1 = 0 \).
4. no-ruling-intersection: \( c_2 : ||\eta'|| < 2/\omega \).
5. same-torsion: \( c_3 = \kappa(q)\eta - \tau(q) = 0 \).

With constraints 1 and 2, \( \mathbf{q} \) is related to the Frenet frame of \( \mathbf{r}, \eta \) is related to \( \kappa(q) \) and \( \tau(q) \). In a flat region, \( \kappa = \tau = 0 \), thus the constraint leaves \( \eta \) free.

However, the energy formula (4) serves as a heuristic for defining the ruling distribution at curvature-vanishing region. By making rulings as perpendicular to the centerline as possible, energy change of the major (the \( 0th \) order) component is expected to be small when a flat ribbon is perturbed. Thus, for \( \kappa(u) = 0 \) in \( u \in [u_a, u_b] \) with the boundary condition \( \kappa(u_a) \) and \( \kappa(u_b) \), \( \eta \) is defined by

\[
\min \eta \int_{u_a}^{u_b} \eta^2(u) du, \text{ s.t. } c_{u'}(u), u \in [u_a, u_b]. \tag{8}
\]

By using such a generalized coordinates, the configuration can temporarily run into a non-admissible configuration under the user control, collision response and intermediate numerical step. Under these constraints introduced above, the configuration will be efficiently projected back to the nearest admissible one for a valid ribbon.

External constraints Our explicit centerline and frame representation makes it convenient to apply external force and torque. Besides, the position constraint can be easily incorporated as \( c_p = \mathbf{r}(u) - \mathbf{p}_i = 0 \) where \( \mathbf{p}_i \) denotes a fixed point in space, and the orientation constraint can be implemented by restricting the frame rotation around centerline: \( c_o = \mathbf{d}_3(q) \cdot \mathbf{d}_3(q) = 0 \). Users can specify the orientation quaternion at the nodes, but our orientation constraint provides a more atomic constraint than this, which leaves the DOF of rotating the tangent direction and just constrains the rotating around the center line.
4. Discretization

In this section, we seek a discrete representation that converges to the corresponding smooth part via the finite element method.

4.1. Discrete quantities

We discretize the ribbon centerline \( \mathbf{r} \) into \( n \) nodes \( \mathbf{r}_0, \ldots, \mathbf{r}_{n-1} \), \( n \) scalars \( \eta_0, \ldots, \eta_{n-1} \) (including two on boundaries), and \( n-1 \) segments \( \mathbf{e}^i, \ldots, \mathbf{e}^{n-2} \), with \( \mathbf{e}^i = \mathbf{r}_{i+1} - \mathbf{r}_i \), and one quaternion on each segment \( \mathbf{q}^0, \ldots, \mathbf{q}^{n-2} \). We use the lower indices to indicate the node quantities and the upper indices for the segment quantities. Piecewise linear shape functions are used to reconstruct \( \mathbf{r}, \mathbf{q}, \) and \( \eta \):

\[
(\mathbf{e}^i)' = \frac{\mathbf{r}_{i+1} - \mathbf{r}_i}{l}, \quad (\mathbf{q}^i)' = \frac{2(\mathbf{q}^{i+1} - \mathbf{q}^i)}{l^2 + p^2}, \quad (\eta^i)' = \frac{\eta_{i+1} - \eta_i}{p},
\]

\[
\mathbf{r} = \frac{\mathbf{r}_i + \mathbf{r}_{i+1}}{2}, \quad \mathbf{q} = \frac{\mathbf{q}_i + \mathbf{q}_{i+1}}{2}, \quad (\eta^i)' = \frac{\eta_{i+1} - \eta_i}{l},
\]

where the tilde symbol ‘\( \tilde{} \)’ indicates the quantities reconstructed from the shape functions, and the quantities with bar symbol ‘\( \bar{} \)’ denote values evaluated at the resting state. For example, \( \bar{\mathbf{r}} = \| \mathbf{r} \| \) is the length of \( \mathbf{e}^i \) at the resting state. The strain rates expressed in terms of quaternion \( \mathbf{q} = (q_w, q_v, q_e, q_d) \) in discretized fashion are, binormal bending \( \gamma (\mathbf{q}) = 2B_2 \mathbf{q}_i \cdot (\mathbf{q}^i)' \), curvature \( \kappa (\mathbf{q}) = 2B_3 \mathbf{q}_i \cdot (\mathbf{q}^i)' \), and torsion \( \tau (\mathbf{q}) = 2B_4 \mathbf{q}_i \cdot (\mathbf{q}^i)' \), where \( B_k \in \mathbb{R}^{4 \times 4} \) are constant skew-symmetric matrices [ST07].

\[
B_k \mathbf{q} = \begin{cases} 
(q_w, q_v, -q_d, -q_e)^T & k = 1 \\
(q_w, q_e, q_d, -q_v)^T & k = 2 \\
(q_v, -q_w, q_e, q_d)^T & k = 3.
\end{cases}
\]

4.2. Energy discretization

The discrete elastic energy \( V \) of Equation (4) involves \( n-2 \) terms on nodes between the adjacent segments, with each integration over \( l \left( l^2 + p^2 \right) \). The discrete kinetic energy \( T \) of Equation (6) consists of \( n-1 \) terms on each segment, with each integration over segment \( l^2 + p^2 \):

\[
V = \sum_{i=0}^{n-2} \frac{w}{2a_i^2 + (2a_i + 1)} \sum_{j=0}^{n-1} \left( \bar{\mathbf{r}}_i + \mathbf{e}^j \right) \cdot (\mathbf{e}^j)' E_i,
\]

\[
T = \frac{1}{8} \rho w \sum_{i=0}^{n-2} \left( \bar{\mathbf{r}}_i + \mathbf{e}^i \right) \cdot (\bar{\mathbf{r}}_i + \mathbf{e}^{i+1} + \mathbf{e}^{i+1} + \mathbf{e}^i),
\]

where \( E_i = k^2 (\mathbf{q}) + 2c_i^2 (\mathbf{q}) + c_i^2 (\mathbf{q}) \eta_i^2 \).

4.3. Constraint discretization

The discretization for all non-external constraints is straightforward except for the orientation constraint which needs special care,

\[
c_{\tau f} = \mathbf{r} \cdot \mathbf{r} - \mathbf{r} \cdot \mathbf{r} = 0,
\]

\[
c_{\tau f} = \left[ (\eta_{i+1} - \eta_i) / l \right] < 2 / w,
\]

\[
c_{\tau f} = 2B_2 \mathbf{q}_i \cdot (\mathbf{q}^i)' = 0,
\]

\[
c_{\tau f} = k_i (\mathbf{q}) \eta_i - \tau_i (\mathbf{q}) = 0
\]

\[
c_{\tau f} = (\mathbf{r}_{i+1} - \mathbf{r}_i) / l_i - \mathbf{d}_i = 0,
\]

\[
c_{\tau f} = \| \mathbf{q} \| = 1.
\]

**Frame constraint conversion** By explicitly representing the frame and centerline, we can reformulate the nonlinear orientation constraint \( c_{\tau f} \) into a linear frame constraint by using the time parallel transport technique [BAV10, KJM10].

Time parallel transport transports a vector along a curve formed by the tangent manifold integrated in time. With a discrete space and time setting, parallel transport for the material frame on the ribbon centerline can be viewed as a linear transformation: \( \mathbf{d}^f_{j1} = P_{d_{j1}} \left( \mathbf{d}^f_{j1} + \mathbf{d}^f_{j2} \right) \mathbf{d}^f_{j2} \), \( j \in \{1, 2\} \), where the subscripts \( t_0 \) and \( t_1 \) denote two consecutive time points, \( P_{d_{j1}} \) is either the minimum rotation between two vectors [BWR08] or the corresponding two reflections [WJZL08]. Since both \( \mathbf{d}^f_{j1} \) and \( \mathbf{d}^f_{j2} \) can be calculated from the centerlines \( \mathbf{r}_k \) and \( \mathbf{r}_{k+1} \), we can explicitly evaluate \( \mathbf{d}^f_{j1} \) and \( \mathbf{d}^f_{j2} \), and cast the orientation constraint into a simple linear frame constraint:

\[
c_{\tau f} = \mathbf{q} - \mathbf{q}^{i,f} = 0,
\]

where \( \mathbf{q}^{i,f} \) is the material frame converted from the material frame \( \mathbf{M}^{i} \). Because a quaternion has a double covering on a rotation matrix [Han06], \( \mathbf{q}^{i,f} \) is set to be closer to \( \mathbf{q}^i \) on its parametric surface \( S^3 \); via \( \mathbf{q}^{i,f} = \text{sgn} \left( \left( \mathbf{q}^i \cdot \mathbf{q}^{i,f} \right) \right) \mathbf{q}^{i,f} \), where \( \text{sgn} \) is the sign function. Note that indistinguishable \( 2\pi \) clockwise or counter-clockwise rotation \( \left( \mathbf{q}^i \cdot \mathbf{q}^{i,f} = 0 \right) \) rarely happens because the step size in the simulation prevents such radical changes.

5. Numerical Simulation

We present the entire procedure of our simulation (Algorithm 1) for the geometrically exact simulation of ribbon and discuss numerical methods that employed.

5.1. Two-stage time stepping

For efficiency, we focus on the low frequency motion by treating the twist motion quasi-statically. First, the centerline is evolved dynamically by integrating an ODE, which is driven by the potential energy of the ribbon relayed by parallel constraint. Then, an optimization process ‘dissipates’ the motion of twist under current configuration of centerline and prepares the elastic force to evolve centerline for the subsequent time step. The two steps take all the admissible constraints into account and thus lead to a valid trajectory.
with dynamics. In summary, one step time consists of the two stages opt and ode:

\[
(q_0, \eta_0, r_0, \dot{r}_0) \xrightarrow{\text{ode}} (q_f, \eta_f, r_f, \dot{r}_f) \xrightarrow{\text{opt}} (q_i, \eta_i, r_i, \dot{r}_i).
\]

Dynamically evolving centerline In stage ode, the centerline is evolved by integrating the following ODE with symplectic Euler,

\[
M \dot{q} = -\nabla q E_{\text{para}} + F_e,
\]

where \( M \) is a diagonal matrix that represents the lumped mass distribution on the centerline node derived from the kinetic energy in Equation (6), \( F_e \) denotes user exerted force or gravity. The energy that transfers elastic energy from \((q, \eta)\) to \( r \) is defined as \( E_{\text{para}} = \| E_{\text{para}} \|_2^2 \), where \( E_{\text{para}} \) denotes a weight. To enforce \( c_1 \) via postprocessing, we find the stationary point of Lagrangian \( L_q = \frac{1}{2} \dot{r}^T M \dot{r} + \lambda c_1 \) by using fast projection [GHP+07]. After solving ode, damping is incorporated by isotropically dissipating the velocity as \( r_i \leftarrow \mu r_i, r_{uI} \leftarrow \mu u_{rI} \), where the coefficient \( \mu \) for the tangent direction is usually set to be in \( 0.8-0.9 \), and \( \mu_u \) for velocity on cross section is \( 0.98 \). In this step, the center line configuration steps forward according to the current ruling configuration, which will be changed in the opt step.

Quasistatically update ruling In stage opt, we iteratively solve an optimization problem to keep the ruling configuration consistent to the updated center line configuration. Each iteration is composed of a single L-BFGS step to the unconstrained problem and a following up projection for constraints. Be more specific, in each iteration, we first apply a single step of L-BFGS to the unconstrained problem to obtain \( q^*, \eta^* \)

\[
\min V + E_{\text{para}}, \quad (q, \eta)
\]

where \( V \) is the elastic energy in Equation (11). Then the internal constraints \( c_\eta^*, c_\tau^* \) and \( c_{\tau^*} \) are enforced by approaching stationary point of the following Lagrangian

\[
L_q, \eta = \frac{1}{2} \dot{q}^T \dot{q} + \frac{1}{2} \eta^T \eta + \lambda c_\eta + \lambda_\tau c_\tau + \lambda_\tau^* c_{\tau^*},
\]

where \( I \) is the identity matrix, \( \Delta q = q - q^* \) and \( \Delta \eta = \eta - \eta^* \). Each newton iteration can be solved with the range space method [NW99], which solves the first order optimal condition of Equation (22) with decoupled Newton iteration: the multipliers are solved from a linear equation first, and then updating unknown variables. We solve the linear equation for the multipliers with partial Projected-Gauss-Seidel method, by only projecting \( \lambda c_\eta \) \( \geq 0 \) so that no sticking arises when enforcing inequality constraint \( c_\eta \). We terminate the opt loop with the change of gradients of two consecutive iterations is less than 1% and norm of constrains (without \( c_\eta^* \)) is less than \( 10^{-6} \) and \( c_\eta^* \geq 0 \) holds. The method usually ends within 10 iterations. For the unit-quaternion constraint \((c_w)\) and the frame constraint \((c_{f,k})\), we directly correct them, namely, \( q^* \leftarrow q^*/\|q^*\|\) and \( q^* \leftarrow q^/f \) are performed when \( q \) changes. This experimental method may not lead to the exact solution of optimizing Equation 21 under the constraints, but the results are acceptable in all our experiments.

Torsional Dynamics Compensation Although the inertia from the angular velocity is not significant for a narrow ribbon, especially for a constrained ribbon, we can still enrich the dynamics by taking it into account for handling free floating case. To augment torsional dynamical effects, instead of using \( q_0 \) as the initial value for optimization of Equation (21), we mimic effect of rotational inertia by accumulating \( q_0 \) (the result of ODE step) with the angular portion along the centerline \( q_0 = q_0 + d_1(r) \cdot (q_0 q_0^-) \), where \( q_0^- \) is the previous step of \( q_0 \). Then Equation (21) can also be augmented with a torsional inertia guiding term \( E_I(q) = w_I \| d_2(r) \cdot (q q^- - q q_0^-) \|^2 \), where \( w_I \) is a weighting that reflects the inertia tensor. We choose \( w_I = \frac{I^T K_{01} I}{\|K_{01}\|^2} \), \( \Gamma \in [0, 1] \) where \( I_r \) is the torsional inertia around the centerline and \( \Gamma \) measures the internal torsional damping, \( |K_\theta| \) is the \( l_1 \) norm of the diagonal part of stiffness matrix \( K \) (Hessian matrix of the elastic energy \( V \)), and \( d_{\text{normal}} \) is its dimension.

Accuracy of Elastic Force The choice of the weighting \( w_{\text{para}} \) influences dynamic accuracy and performance. With a large \( w_{\text{para}} \), dynamics can be more accurate, but step size of ode is smaller and more efforts are required in the optimization process, and it is more likely to generate force in wrong direction due to early termination of opt (like the ghost force [ST08b]). In consideration of performance and dynamics, we choose \( w_{\text{para}} = a \frac{K_{01}}{|K_{01}|} \) and \( a \in [10, 10^3] \) (Fig. 2).

Algorithm 1 One step of our ribbon simulation algorithm

Require: ribbon configuration \((r_0, q_0, \eta_0)\)
Require: position constraint \( p_r \), frame constraint \( q_{3,f} \)
1: dynamically update centerline motion (20) and enforce \( c_I \)
2: time-parallel transport \( q_{0,f} \) to \( q_{0,f} \) §4.3
3: while not converged do
4: quasi-static update ruling motion (21)
5: enforce \( c_\eta^* , c_\tau^* (22) \) and \( c_{\tau^*} , c_a \)
6: update ruling in curvature vanishing region (8)
7: end while
8: generate mesh from state \((r, M, \eta)\) for rendering §6.1

6. Results

We validate our model in three aspects: geometric property, static equilibrium and dynamic behavior. Comparisons with rod and shell are also included to demonstrate the performance and quality advantages.
Figure 3: The relative error statistics of the total area measured on two examples: the twist of an open ribbon with aspect ratio 10 by angle $\pi l$ and a Mobius strip with an aspect ratio $l = 5\pi$. is no longer required. The constraint $r_i - r_{i+1} = 0$ is required for a close loop of centerline. In non-orientable case, to invert $q^m = 2\pi$ with angle $-\varphi = 2\pi n$, $\kappa(q)$ and $\tau(q)$ can be inverted to the other side by changing the sign. Based on these quantities, an additional elastic energy, a zero-binormal-curvature constraint and a no-ruling-intersection constraint at the concatenating point are added.

We further validate our approach by twisting a flat ribbon under large longitudinal tension. A buckling pattern with helically stacked nearly-flat triangular facets appears on ribbon surface, as reported in [KSvdH11] (Fig. 1). With decreasing and increasing of the load, the ribbon starts to coil into a cylindrical shape (Fig. 1). Both are verified by the real-world experiment using paper strip (Fig. 1).

6.3. Dynamic behavior

To investigate the dynamics accuracy, we compare the motion sequence of a releasing coiled belt (Fig. 7 left two) with a real-life example. Under gravity and damping, the released ribbon transfers its potential energy to kinetic energy and starts to swing before it stops. Our approach achieves quality similar to the real one (see companion video). To validate feasibility of the quasi-static ruling motion treatment, another comparison is made by releasing a twisted belt under tension (Fig. 7 right two). After releasing, the twist component of elastic energy quickly dissipates, matching with the real-world experiment (see companion video).

---

Figure 2: Dynamics accuracy for different choice of $\alpha$.

Figure 3: The relative error statistics of the total area measured on two examples: the twist of an open ribbon with aspect ratio 10 by angle $\pi l$ and a Mobius strip with an aspect ratio $l = 5\pi$.

Figure 4: The curvature and torsion distribution of a closed loop in its equilibrium shape with an aspect ratio $l/m = 5\pi$. Left: the distribution of a Mobius strip. Our result faithfully reproduces the single curvature-vanishing point on the centerline predicted in [SvdH07]. Right: in the rest $2\pi$ loop, our result reveals two curvature-vanishing points.

Figure 5: Three views of the $2\pi$ closed ribbon loop with aspect ratio $l/m = 5\pi$ (left: our result; right: real-world one).
We perform collision detection on the reconstructing surface (§6.1). Contact normal and contact point \( S_c(u,v) \) can be obtained. Then we augment Equation (22) into:

\[
\frac{d}{dt} \mathbf{r}(\mathbf{q}, \eta) = \frac{1}{2} \mathbf{I} \mathbf{q} + \frac{1}{2} \Delta \mathbf{q}^T \mathbf{I} \Delta \mathbf{q} + \lambda_c \mathbf{d}_c + \lambda_t \mathbf{c}_t + \lambda_r \mathbf{d}_r + \lambda_f \mathbf{c}_f + \lambda_{bd} \mathbf{c}_{bd}
\]

and follow [OTSG09] to find the stationary point of this Lagrangian, where \( \mathbf{c}_t \) and \( \mathbf{c}_r \) are contact constraint and friction constraint with respect to \( \mathbf{r}, \mathbf{q}, \eta \). The wrap figure in this section shows 7 sequential frames when a stiff ribbon slides from cylinder and falls onto the ground. Fig. 6 shows a scene that a soft ribbon slides smoothly on the cylinder after falling to it.

### 6.4. Performance

With the new energy model built upon the centerline, the computational complexity is linearly proportional to the number of centerline nodes, namely, \( O(n) \). The performance is influenced by the order of the Taylor expansion \( a \). In our experiments we choose \( a = 5 \) such that in most cases the elastic energy residual is less than 0.01\%. In Algorithm 1, Step 4 handles the constraints including no-ruling-intersection constraint which may vary in complexity. Note that its complexity is still bounded by \( O(n) \). Table 1 shows the performance for various scenarios.

### 6.5. Comparison with rod model

We compare the ribbon surface generated by our method and that by the rod model [BWR*08]. Under large tension, twisting a ribbon simulated by the rod model will result in two elongated rims (Fig. 8). Rod model’s stiffness ratio is set as: \( \alpha_1 : \alpha_2 : \beta = 10^3 : 1 : 2 \), where \( \alpha_1 \) and \( \alpha_2 \) are bend coefficients in two orthogonal directions and \( \beta \) is the twist coefficient. Similar results can be expected using different stiffness ratios or different models [ST07], as the underlying Cosserat (Kirchhoff-Love) rod model allows twist without bend.

### Table 1: Performance in milliseconds for one iteration of Algorithm 1 on 2.66GHz Core i7 920 CPU with single thread.

<table>
<thead>
<tr>
<th>Model</th>
<th>( n )</th>
<th>( m )</th>
<th>( \Delta t )</th>
<th>( \text{opt} )</th>
<th>( \text{bd} )</th>
<th>( \text{other} )</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conf</td>
<td>12</td>
<td>36</td>
<td>0.1</td>
<td>9.61</td>
<td>42.87</td>
<td>NA</td>
<td>52.48</td>
</tr>
<tr>
<td>Conf</td>
<td>4</td>
<td>36</td>
<td>1.0</td>
<td>2.56</td>
<td>13.15</td>
<td>NA</td>
<td>15.71</td>
</tr>
<tr>
<td>Nonconf</td>
<td>8</td>
<td>26</td>
<td>0.1</td>
<td>12.62</td>
<td>47.71</td>
<td>6.42</td>
<td>66.75</td>
</tr>
<tr>
<td>Nonconf</td>
<td>4</td>
<td>21</td>
<td>1.0</td>
<td>3.87</td>
<td>12.31</td>
<td>4.58</td>
<td>20.76</td>
</tr>
</tbody>
</table>

### Table 2: Performance in milliseconds for one iteration of shell simulation method using nonconforming and conforming elements on the scenario of Fig. 8. The columns from the left to the right are the number of longitudinal vertices (\( n \)), number of the transverse ones (\( m \)) in the (conforming) mesh, time step \( \Delta t \) (ms), time for each implicit Euler integration solve (\( t_{\text{sol}} \)), time for enforcing length constraints with fast projection (\( t_{\text{proj}} \)), time for enforcing boundary constraints with fast projection (\( t_{\text{bdproj}} \)) and total time (Total).

<table>
<thead>
<tr>
<th>Model</th>
<th>( n )</th>
<th>( m )</th>
<th>( \Delta t )</th>
<th>( t_{\text{sol}} )</th>
<th>( t_{\text{proj}} )</th>
<th>( t_{\text{bdproj}} )</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conf</td>
<td>12</td>
<td>36</td>
<td>0.1</td>
<td>2.56</td>
<td>13.15</td>
<td>NA</td>
<td>15.71</td>
</tr>
<tr>
<td>Conf</td>
<td>4</td>
<td>36</td>
<td>1.0</td>
<td>0.8</td>
<td>10.6</td>
<td>NA</td>
<td>11.44</td>
</tr>
<tr>
<td>Nonconf</td>
<td>8</td>
<td>26</td>
<td>0.1</td>
<td>3.87</td>
<td>12.31</td>
<td>4.58</td>
<td>11.76</td>
</tr>
<tr>
<td>Nonconf</td>
<td>4</td>
<td>21</td>
<td>1.0</td>
<td>3.87</td>
<td>12.31</td>
<td>4.58</td>
<td>20.76</td>
</tr>
</tbody>
</table>

### 6.6. Comparison with shell model

We compare our ribbon model with the shell model using nonconforming and conforming elements [EB08] and conforming elements [GHF*07]. Since [GHF*07] is only ‘quasi-inextensible’, we replace the non-stiff springs on non-warp-welt edge with hard constraints. The Jacobian of length constraint is split into two and enforcement is done in tandem to avoid rank deficiency in planar case. We drive both models with the same discrete bend model [WBH*07]. The length constraint and boundary constraint (using nonconforming elements) are enforced with fast projection until the length error is lower than 1%. Time integration is performed by implicit Euler integration.

Bend force evaluation of shell is very efficient. However, our goal is to simulate developable surface and the bend model is only justified under isometric deformation. Hence the enforcement of nonlinear length (developability) constraints is the bottleneck. For a (conforming) mesh with \( n \) longitudinal vertices and \( m \) transverse vertices, the number of length constraints is \( 3mn \) when using conforming elements and \( 6(m-1)(n-1) \) when using nonconforming elements. Note that there are only 4m developability constraints in our method involved in solving equation. To achieve the same coil result (Fig. 1), \( m \) needs to be at least 10. Moreover, according to Courant-Friedrichs-Lewy (CFL) stability criterion [PTVF07], with a more dense tessellation, the time step of shell model is over an order smaller than our method.
Figure 7: Results of our approach faithfully capture the dynamics of belt motion. The rainbow color denotes 7 frames sampled sequentially on a simulation sequence. Left Two: releasing a coiled belt with frames sampled on frame 1,13,25,37,49,61,73 in simulation sequence. After releasing, the left one with high stiffness swings ‘vigorously’ while the right one with low stiffness quickly collapses. Right Two: releasing a twisted belt with frames sampled on frame 1,8,16,75,125,200,250 in simulation sequence. After releasing, the left one with high stiffness dissipates twist energy quicker than the right one with low stiffness.

Figure 8: Shapes of a ribbon with aspect ratio $\frac{5}{2}\pi$ under tension twisted by $\pi$ and $2\pi$ generated by different methods under low resolution / comparable compute time. From left to right: results produced by our method with 35 segments, by shell model using conforming elements with $4 \times 36$ resolution, by shell model using nonconforming elements (in conforming shape) with $4 \times 21$ resolution and by rod model method with 35 segments. Results produced by our method shows high resemblance to real life (Fig. 1), while others fail to reproduce quality results at similar computational cost for a single step. The shell model using conforming elements has the most close shape to groundtruth but still can not reproduce the triangular buckling pattern, and can not coil as close as ribbon model due to insufficient DOF. To achieve the similar coil result, at least 10 transverse vertices are required. The shell model using nonconforming elements deviates from the groundtruth even further. The rod model simply fails to keep developable, with relative area error 1.86% ($\pi$), 7.19% ($2\pi$).

Thus our method is much more efficient than the shell methods. More detailed timing data can be found in Table 2. At the same computational cost with low resolution (when $m$ is around 3-5), the shell fails to capture complex geometry of a twisted ribbon surface (Fig. 8).

7. Conclusion

In this paper we have endeavored to design a both geometrically accurate and efficient simulation approach tailored to developable ribbon like objects, which fills the gap between rod and shell simulation with diverse shape expressibility, efficient and singularity free numerical methods, as well as easily incorporatable external constraints.

Our approach is based on the assumption that the ribbon surface can be represented by a generalized rectifying developable. It is not true when ribbon is very soft and contains wrinkles caused by deformation. Consequently, our approach is suitable for ribbon made from leather, rubber or metal that wrinkles are not perceptible.

Despite the benefits from the usage of the quaternion in representing a material frame, it introduces three non-linear constraints and complicates the numerical simulation. The two-stage strategy in time stepping largely alleviates the numerical challenges, but introduce a heuristic parameter, the weight $E_{para}$ of parallel penalty. Although the experimental setting works well in our results, it scarifies accuracy for robust and performance. Other efficient methods for time integration with accurate parallel constraint are very valuable future works. Using other material frame representation methods may worth a try to solve this problem. The current model of kinetic energy is simple and not accurate enough. Although the experimental torsional dynamics compensation makes the dynamics more plausible and not accurate enough. Although the experimental torsional dynamics compensation makes the dynamics more plausible and not accurate enough. The model proposed in the paper works...
well for inextensible ribbons under zero-thickness assumption, e.g. papers or film strips. Another interesting future work is to extend the method to handle nearly inextensible ribbons and taking the thickness into account for better accuracy for leather and rubber ribbon.
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