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Abstract—This paper presentsan automatic and robust ap-
proach to synthesizestereoscopicvideos from ordinary monoc-
ular videos acquired by commodity video cameras. Instead of
recovering the depth map, the proposed method synthesizes
the binocular parallax in stereoscopicvideo directly from the
motion parallax in monocular video. The synthesisis formulated
as an optimization problem via introducing a cost function
of the stereoscopiceffects, the similarity, and the smoothness
constraints. The optimization selectsthe most suitable frames
in the input video for generating the stereoscopicvideo frames.
With the optimized selection,corvincing and smooth stereoscopic
video can be synthesizedeven by simple constant-depthwarping.
No user interaction is required. We demonstrate the visually
plausible results obtained given the input clips acquired by
ordinary hand-held video camera.

Index Terms— Stereoscopicvideo synthesis parallax, optimiza-
tion.

I. INTRODUCTION

TEREO visualizationprovides usersthe importantdepth

cue experiencedin our daily life. Sincethe introduction
of the parallax principle of stereo[1], various stereoscopic
systemsfor displaying stereoscopidmagesand videos have
been developed. Examplesinclude the recently developed
3DTV system[2].

However, stereoscopiwideosare normally inaccessibleoy
generalpublic dueto the dif culty in generatingstereoscopic
videos. Acquiring stereoscopicsideos from real world usu-
ally requiresspecializeddevices. In addition, processingthe
capturedvideos requires specializedsoftware or hardware
and specializedskills. On the other hand, low-cost ordinary
monocularvideo camerasare widely available. In this paper
we proposean automaticand ef cient video-basedendering
methodto synthesizestereoscopiwideosfrom the monocular
videos. Although not all kinds of monocularvideos can be
usedto synthesizestereoscopivideos,mary arefeasible,e.qg.
aerophotographigideo.

A monocularvideo can be regardedas a set of plenoptic
sampleof the scend3]. The synthesiof stereoscopiwideos
is basicallya processof determiningthe propersamplesand

compositingthemto give the left- andright- view sequences.

Our methodassumeshe cameramotion containstranslational
movementandthe sceneis x ed.

To synthesizestereoscopicvideos, one may recover the
depth values of samples,and reprojectthe samplesto syn-
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thesize both views for eachframe. This approachstrongly
relies on the accurag of recovered depth values which in
turn strongly dependson the availability of texturesin the
scene Moreover, whenthe sceneexhibits mirror re ection or
highlight, the accuray of depthrecovery is evenlowered.Our
major contrikution is to make use of the motion parallax in
the monocularvideo and cornvert it to binocular parallax in
a robust way, insteadof explicitly recovering the densedepth
maps.Thewhole procesdss doneautomatically To synthesize
realisticstereoscopivideo, we formulateit asanoptimization
problemwith an objective function that measureghe loss of
stereoscopiceffects, similarity, and smoothnessconstraints.
With the optimally selectedframes, corvincing stereoscopic
video can be synthesizedy simple view warping (Figure 1).

There are 3 major stepsin our method. Firstly, we track
the cameramotion in the monocular video by a robust
camera-trackin@lgorithm.Secondly aniterative optimization
algorithmis performedto determinethe most suitablemono-
frames for stereoscopicvideo synthesis.It selectstwo se-
guenceof framesfrom the monocularvideo. Thei-th frames
in the two sequencearethenwarpedinto the binocularviews
correspondingo the i-th desiredeyes (left and right) in the
nal step.Our major contrikution is the optimizationin the
secondstep. It minimizesa cost function with the following
objectves:

2 Theselectedramesexhibit the mostrealisticstereoscopic

effects after warping.
2 The warpedviews are similar to the original ones.
2 The synthesizedstereoframesare smoothtemporally

Il. RELATED WORKS

Earlywork in stereoscopiwideogeneratioremplagys 3D ge-
ometry[4]. However, 3D modelsareusuallydif cult to obtain
for real-world scene Generatingstereoviews from monocular
video sequencesanbe achieved by rst recovering the depth
map[5], [6]. Therehave beenmary work in recorering depth
in the areaof computervision. Stereoreconstructiorj7], two-
view or multi-view reconstructiori8], [9] have beenproposed.
However, fully automatic,contet-independentand accurate
dense3D reconstructioris still an openproblem.

Image-basedendering[10], [11] aimsat synthesizinghovel
views from images.Methodslike light eld [12], [13] and
lumigraph[14] denselysamplethe scenan orderto synthesize
reasonablenovel views even no geometry information is
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given. Other methodstry to reduce the sampling rate by
incorporatingdepth information or coarse3D models. They
include 3D warping [15], view interpolation[16], view mor-
phing [17], imagetours[18], and layered-deptiimages[19].
Sawhney et al. [20] synthesizedhigh-resolutionstereoscopic
video given onehigh-resolutiorandonelow-resolutionviews.
Recentwork in video-basedendering[21] utilizes multiple
synchronizedvideo camerasto generatethe 3D video [22],
or free viewpoint video [23]. Their goals are to synthesize
arbitrary novel views. However, specializedhardware and/or
reconstructiorof 3D modelsare usually required.Techniques
for stereopanoramicimages[24], [25] have beenproposed.
They stitch imagesobtainedfrom a single rotating camera
mountedon a specialrig or equippedvith a specializedptical
lens.

Homograply canbe usedfor rectifying a pair of still images
to a stereopair in stereovision [26]. However, it may not suit
for the video sequencesince the changeof orientationsof
recti ed stereopairs may not be smooth,which causesthe
resultantvideo looks shaly. Moreover, the baselinegthelines
joining the sterecimage pairs) of recti ed stereopairs may
also not be the samethroughoutthe video. This violatesthe
propertyof the stereoscopieideo.Rotemetal. [27] calculated
a planartransformationbetweenimagesin the sequencend
alignedone input frame to anotherin orderto synthesizehe
stereoscopiwideo sequenceThis relies on the humancapa-
bility to senseheresidualparallax.Sinceit only usesa simple
homograly without the accuratecameramotion recovery, the
baselineof a stereopair may not be calculatedaccurately
resultingin the length of baselinechangesvigorously in the
generatestereoscopivideo sequenceln addition,thereis no
attemptto control the parallaxerrorsalong vertical direction.
Hencetherewill beshaly motionin thegeneratedtereoscopic
video as evidencedby their results.

The proposedwork synthesizestereoscopiwideo from a
monocularvideo sequenceby utilizing the motion parallax
alone No depthmap recovery is required.We malke an in-
depthanalysisbasedon precisecameramotion recovery, and
formulate it as an optimization problem of the stereoscopic
effects, the similarity, and the smoothnesgonstraints.

I1l. OVERVIEW

Before presentingour algorithm,we rst de ne the termi-
nologies We call theinput monocularideosequence¢he base
frame sequencein which eachframe is a baseframe The
cameracorrespondingo abaseframeis abasecamen, andits
viewpoint andviewing direction are called by baseviewpoint
andbaseviewing directionrespectrely. The orderedsequence
of baseviewpoints form a basetrajectory A steleo-camea
consistof two monocularcamerasleft camern andright cam-
era. Both of themarein the sameorientationandorthogonato
theline joining them.The centerof projectionsof left andright
camerasare called the left and right viewpoints respectiely.
The centerof the stereo-camea lies at the midpoint of two
camerasThesenotationsarelisted in Tablel.

We assumethe interoculardistance,the distancebetween
the left andright viewpoints, is constantand denotedby deye.

base frame sequence
C a Tracking .
the recovered base trajectory
Optimization for Stereo

frame 27 frame 1 frame 30 frame 9

viewwaprg | l l l

lIl

left camera  center  right camera

S

left camera  center  right camera

Fig. 1. Synthesizingstereoscopiocvideo from monocularframes. At the
bottom of this example,P- = 27:30 and PR = 1;9. The rst framein the
stereoscopiwvideo is warpedfrom the baseframe pair (f27;f1), while the
secondoneis warpedfrom baseframe pair (f3o; fg). The actualbaseframes
for warping are selectedby optimizing the costfunction.

PL, PR theindex subsequenceim which the i-th elements

PL[i] and PR[i] are the indicesof the baseframes

to be warpedto thei-th left-eye andright-eye frame

in stereoscopiwideo sequence.

s astereo-camera.

S the orderedset (sequencepf stereo-camereS]i] is
the i-th stereo-cameraquialentto s.

b abasecamera.

B the orderedset (sequencepf basecamera.Bi] is

the i-th basecamera,equivalentto b;.

the left andright cameraf stereo-camera

the viewpoint of camerab.

the left andright viewpoint of stereo-camera

the orientationof basecamerab or stereo-camera

respectiely, expresseddy Euler angles.

the frame correspondingo cameram.

the k-th baseframe, equivalentto f(by).

the warped view f from cameram; to that of

camerams.

L(9);R(9)

v(b)
V(L(9):V(R(S)
a(b);a(s)

f(m)

k
f(my) ! f(mz)

TABLE |
NOTATIONS.

Thus, the extrinsic parameterf the stereo-cameraan also
be describedby its centerand the orientationof its viewing
coordinatéframe.We alsoassumehatthe intrinsic parameters
of both left and right camerasare the sameand unchanged
throughoutthe whole sequence.

Our methodexploits thetemporalcoherencef the monocu-
lar video sequenceThe novel binocularviews aresynthesized
by warping two properly selectedbaseframes.The warping
error betweenthe warpedand the true views is small when
the difference(in termsof viewing parameterspetweenthe
original andtamet views is small. Thus, we needto carefully
determinethe centerandthe orientationof the desiredstereo-
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Fig. 2. Absoluteparallaxandrelative parallax.(a) illustratesthe absoluteandrelative parallax.(b) Moving the scenenearey the absoluteparallaxesbecome
larger (c) Extrudingthe scenetoward the nearerdistance the relative parallaxes becomesmallerwhile the absoluteparallaxes becomelarger.

camera,as well asthe selectionof two baseframes,so that
the following three objectives are achieved: (a) the binocular
views obtainedby warping exhibit the stereoscopiceffects
as realistic as possible;(b) the binocularviews are closeto
the selectedbaseframes; and (c) the changein viewpoint
position and orientation of consecutie stereo-camerasre
minimized. Otherwise,the generatedstereoscopiazideo will
be shaky. We begin the descriptionwith the input baseframe
sequencd- = ffjk= 1;:::;Kg. Herearethe threemajor steps
to perform:

SteplFor each baseframe fy, we recover the extrinsic

parameterf the correspondingbasecameraby in

Step2 Determinethe stereo-cameraequenceS = fsji =
1;:::;Ng and the two index subsequence?- and
PR, satisfyingcriteria (a), (b) and (c) (explainedin
SectionlV).

tions:
f(br) ! f(L(s));1 = P [i]
f(br) ! f(R(s));r = PR[il.

resultantstereoscopiwideo sequenceThis procedures illus-
tratedin Figure 1.

Step1 involvesthe structureand motion recovery which is
a classicalproblemin computervision. Several methodg28],
[8], [29], [30] have been proposedto recover the camera
extrinsic parametergivenavideo sequencen ourimplemen-
tation, we adoptthe methodproposedn [30] to automatically
extractthe cameramotion parametergandthe 3D positionsof
sparsefeaturepointsfor eachframe.

Step2 is themostchallenginganddif cult part.We adoptan
optimizationprocessto determine(S;P-;PR) by minimizing
the costfunction E(S;PL; PR). This costfunction consistsof
the stereocost, the similarity cost, and the continuity cost,
correspondingo the 3 objectvesmentionedabore. SectionlV
describeghemin details.

Finally, in Step 3, we can warp the pair of chosenbase
frames(from Step2) to obtaintheleft andright frames.There
are several possibleways to achieve this view warping. A
classicalway for view warpingis to produce3D mesheshy

triangulating the sparsepoint cloud, and render each mesh
with texture map to synthesizethe desiredview. However,

the 3D points recoreredin the rst stepare too sparseand
unevenly distributed. Missing geometryand outlying points
can sometimescausedistracting artifacts. Another approach
is planarhomograpl that restrictsthe warping on a plane
(planar impostor). It computesa planar transformation(or

homograpl) by minimizing the average warping/disparity
error of the recorered sparse3D feature points. However,

in our applicationto generatestereoframes,apparentvisual

artifact will be resultedif the warping plane is allowed to

be arbitrarily oriented.Figure 9(a) shavs one suchexample.
The building and streetlampsre not parallelto eachotherin

the syntheticleft and right views, as the warping planesfor

generatinghe left andright views are not parallel. Note that
humanvision is more sensitve to suchmisalignmenthanthe
disparity errors.To avoid the artifact, we restrictthe warping
planesto be perpendiculato the viewing directionandaligned
to the up vector of the stereo-cameraln other words, all

pixelsin the warpedframehave the samedepthz.. Dueto the
uneven distribution of the recoreredsparse3D points,we use
z.= 2(Z}H+ zi,1)i T insteadof ameanvalue.Here, [Zmin; Zmax

is the depthrangeof the scenewith respectto viewpoint of

the associatedasecamerawhich can be estimatedautomat-
ically with the recovered sparse3D points. This restriction
is alsoadoptedin the plentopicsamplinganalysis[13]. Even

with suchcrudeconstant-deptlassumptioncorvincing stereo
framescan be synthesizedFigure 9(b)).

IV. THE COST FUNCTION
The costfunction E(S;PL; PR) consistsof threeterms,the
stereocostEs, the similarity costEq, andthe continuity costs
of cameraorientationEcq andlocation Ecy. Mathematically
E(S;P-;PR) is de ned as:
E(S;P5;PF) = weEs+ woEq + (WegEco + WevEey),  (2)

wherews, wo; Weq andwey areweightsof the costterms.

A. Steeo Cost

1) Relative Parallax: The senseof stereois due to the
fact that our left and right eyes see differently The same
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Fig. 3. The relationshipbetweentwo basecamerasand stereo-camera.
v(L(s)) and v(R(s)) are the left and right viewpoints of stereo-camera
respectiely. v(s) is the centerof stereo-camera b, andb, arethe two base
camerasand their correspondingbaseframeswill be warpedto generatea
pair of stereoscopiérames.v(b;) andv(b,) aretheir viewpointsrespectrely.

scene/objecis spatially shifted in our left and right views.
Suchapparenpositiondifferenceis calledbinocular parallax.

In the 2D illustration of Figure 2(a), the viewing rays corre-
spondingto the pointsi and j in theleft view areoverlaid onto
the right view as indicatedby the dottedred and blue lines.
The displacementd; and D; are the parallaxes (binocular
parallaves). They arerelatedto the interoculardistance(dgye),

focallength(f), anddepth(z). Obviously closerobjectresults
in larger parallax.

In this article, we argue that the senseof stereorelies not
on the absoluteparallax, but on therelativeparallax. Relative
parallax is the differencein parallax of two objects. The
notion of relatve parallaxhaslong beenusedin the areaof
astronomy[31]. In this paper the relative parallaxis formally
de ned as follow. ConsiderFigure 2, a pixel p- in the left
view and its correspondingpixel pR in the right view. The
parallaxof this pixel p; is Dj = p-j pR. The relative parallax
with referencdo anothermpixel p'j- is de nedasmj; = Djj Dj.
The parallax dependson their depths,focal length, and the
interoculardistance,mij = deyef(Z *i Zi 1. Thus, for a pair
of binocularimageswe cande ne therelativeparallax matrix
M in whichits elemenim;; beingtherelative parallaxof every
pair of pixels p; andp;.

Figure2 explainswhy therelative parallaxis moresensible
thantheabsoluteparallaxin expressinghe stereoscopieffect.
The object in Figure 2(b) is moved closer to the viewer.
The valuesof both the relative (m;;) and absolute(D;, Dj)
parallaxes areincreasedIn Figure 2(c), the objectis not just
moved closerbut also attened. Althoughthe absoluteparallax
is increasedits relative parallaxdecreases.

To accountfor the relative parallax,we estimatethe error
in relative parallax betweenthe synthetic(view-warped)and
ideal stereoimage pairs. Given the stereo-camerdn the
current iteration (it may changein the next iteration), the
synthetic stereoframe is the one warpedwith the constant-
depth assumption.lt is the one that we can compute.The
ideal stereoframe is the one that we can obtain if the true
depth map is known. Obviously, the true depth map is not
available. But we can still estimatethe upperbound of this
relative parallaxerror.

Each stereoscopidrame pair is synthesizedby warping

two chosenbaseframes.Let's denotethe two baseframes
being consideredfor view warping in the current round of
optimization as f| (left candidate)and f, (right candidate).
If we have the true depthmaps,we can correctly synthesize
stereopair fP andf? by a perpixel warping. Let's denotethe
relative parallaxmatrix of this ideal stereopair (f% %) by Mg.
It is the ideal relative parallax matrix. Since the true depth
map is not available, we can only warp the imageswith the
constant-deptlssumptionTherelative parallaxmatrix of this
syntheticstereopair is denotedasMy. The matrix My i Mg
measureghe error in relative parallax. Although we do not
know Mg, we canestimatea upperbound e for the norm of

the elementsn My i Mg (seeAppendixfor the derivation).
S

w
e(sfi;fr)= fhy (dx+ E¢dz)2+ m(dy +

h

5% ()

where f is the focal length;hg = z 1 i z,1: wandh arethe
width and height of the baseframes;mis a constantgreater
thanl; and

de=itei B dy=ityi 0 =i+ (@)
wherett = v(b)) i v(L(9) andtR= v(b;)i Vv(R(9) arethe
displacementectorsasillustratedin Figure 3. The intuition
is that the deviation of the two displacementvectors, t-
(displacemenbetweerthe candidateandideal left viewpoints)
and tR (displacemenbetweenthe candidateand ideal right
viewpoints) shouldbe close,especiallyin y axis.

Constantmis the weighton y componentin our formula-
tion, the x-axisis alignedwith the line connectinghe left and
right viewpointsof the stereo-camerahe positive directionof
z-axis is the viewing direction, and the positive direction of
y-axisis the upward vectorof the cameraThey componenbf
relative parallaxshouldbe zero accordingto the sterewision
theory and ary nonzerovalue will damagethe stereoscopic
effect. Therefore we use n(> 1) to penalizeary changein y
direction causedby our view warping.

2) Warping Error: Besidesthe relative parallaxerror, the
error due to warping should also be controlledto minimize
visual artifact. We estimatethe warpingerror asthe maximum
deviation betweenthe pixel positionswarpedwith constant-
depth assumptionand the ideal pixel positionsif the true
depthsareknown. If the deviationis too large, it will be easily
awareby audiencesNote thatminimizing the relative parallax
error not necessarilyminimizesthe warpingerror. It is easyto
demonstratehat the error dueto warpingthe baseframe pair
(fi, fr) is boundedby d (seeAppendixfor the derivation),

P35 Parmd ——

d(sfi:f;) = 72fhdma><(1; Wzilfh) KtLk2+ ktRk2, (5)
The goal of Equation5 is to minimize the pixel position
deviation via minimizing the displacemenbf viewpoints (t-
andtR). One assumptiorof Equation5 is that the tamget and
original views have the sameviewing orientation If thecamera
orientationof the target and original views are different, we
canrectify the original views. The error dueto the difference
of cameraorientation is accountedby the similarity cost
(explainedin SectionlV-B).
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x-axis \ \

Fig. 4. Determinationof theinitial value of (S[i]; P[i]; PR[i]). a(s), q(b;)
andq(by) arethe orientationsof cameras;, bj, andby respectiely. The blue
arraws indicatethe viewing direction of thesecameras.

Finally, we useboth e and d to estimatethe overall loss of
stereoscopieffectsdueto theview warping.As the maximum
relative parallaxis fhydeye, We use this maximum value to
normalize e and d. Hence, the stereo cost of the entire
stereoscopisequenceés de ned as:

ES(SIPHPR) = (rraagar & (€X(SIHlPHILPRLD

+ d?(SIil; PHL PR(D) -

(6)

B. Similarity Cost

The orientationof the two chosenbasecameras, and by
shouldbe as closeto that of the stereo-camera as possible.
This guaranteethatthe binocularviews generatedby viewing
warping look similar to the original onesand they sharethe
largecommonsceneegion. Thereforewe de ne thesimilarity
costfor one stereoframe by:

o(sfiifr) = ka(s) i a(b)k®+ ka(s)i qor)k®,  (7)

where,q(s), q(b;) andq(by) arethe orientationsof the stereo-
camerdas, theleft andright basecamera®, andb, respectiely.

Eachis representetby a triplet of Eulerangles.The similarity

costof the entire video sequencés de ned by:

Eo(SP;PR) =

N
A o(SIil; P PRID). ®)
i=1

C. Continuity Cost

The discontinuityof a video sequenceés mainly causedby
the unsteadyrotationaland translationalspeedof the camera.
Therefore to ensurethe visual smoothnessf the synthesized
stereoscopiwideo,therotationalandtranslationabcceleration
should be minimized. Besides,since our stereoscopic/zideo
sequenceés obtainedby view warping,the changeof the loss
of stereoscopiceffect should also be minimized to achieve
visual smoothnessi-rom Equations5 and 3, the stereoscopic
effect loss is dependenbn the viewpoints of stereo-camera
and the two candidatecameras.Thus, to ensurethe stereo-
cameramoves steadily the correspondingcandidatecameras
also have to move steadily Hence,we de ne the continuity

costsof the cameraorientations,Ecqo and the location, Ecy
as:
Nj 1
Eco(S;PL;PR) = iéz k2q(s)i a(s+1)i a(sj 1)k?
Nj

Ecv(S;PHPR) = 2( é:kzv(s)i v(s+1)i V(s DK

&e

Nj 1
ta k2v(bpup) i V(bpiey) i V(bpLy; 1)k
Nj

1
+ i§2 k2v(bprp) i V(bprisg) i V(bR 1)K
)
Here, we minimize the secondderivative of the cameraori-
entationsand locationsin order to reducethe discontinuity
It has beenpointedout [32] that humanare more sensitve
to rotationalvibrations,thereforeEcq shouldbe given larger
weight. Generally the weights of Es and Ecy should be
closeto ensurethe tradeof betweenthe warping errorsand
translationalsmoothness.

V. OPTIMIZATION

Computingtheoptimalsolutionis challengingasit involves
both the combinatorial and continuous optimizations. We
designan iterative algorithmto accomplishthis task. Table Il
shows the pseudocode.

1)
2)

Find aninitial solutionof S, PL, andPR.
Fix PL;PR, and nd the optimal viewpoints of the stereo-
camerasV = fv(s)js = §i];i = 1;...;Ng, and viewing orien-
tationsQ = fq(s)js = Fi];i = 1;...;Ng by minimizing E.
If E is small enoughor doesnt improve from last iteration,
terminatethe iteration; otherwise,continue.
for (i=1;..;N)
x v(s) and q(s), and nd the optimal P'[i];PR[i] to
minimize wsEs+ WoEq.
Fix Q, PL & PR andre ne V to minimize E.
Fix Q andV, andre ne P- andPR locally to minimize E.
Goto step2.

3)
4)
5)

6)
7

TABLE I
ALGORITHM OF OPTIMIZATION.

Solving P+ and PR involves a combinatorialoptimization,
which is too complicatedto searchglobally for the bestsolu-
tion. However, if PL andPR are x ed, it becomesa nonlinear
continuousoptimizationand can be optimizedby Levenbeg-
Marquardtmethod(LM) efciently. Therefore we emplo/ an
optimizationstratgly which alternatesetweerthe continuous
optimizationandthe discretesearchThatis, insteadof letting
all parametergo changesimultaneouslywe temporarily x
discreteparameterso allow continuousoptimization.Thenwe
temporarily x certaincontinuousparameterso allow discrete
search.Suchalternationcontinuesin the next iteration.

We rst initialize S (i.e. V andQ), Pt andPR (SectionV-
A). The initial V;PL and PR are usually already close to
optimalones.Thenin step2, we x Pt andPR, andoptimize
the V and Q using standardcontinuousoptimization method
like Levenbeg-Marquardt.If E is not sufciently small, it
meansthat P- and PR are not good enoughand needto be
adjustedin the following steps.
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Steps4-6 are mainly designedfor adjustingthe discrete
parametersP- and PR. However, adjustingP' and PR is
computationallyexpensve. In order to efciently adjustPt
andPR, we temporarilyfreezeEcq andEcy (containcomplex
combinatoriabptimizationif P andP R arenot x ed)to their
currentvalues(step4). Insteadof optimizing the whole E, we
only minimize for wsEs+ woEq. This is an implementation
trick. Then in the following steps5 and 6, we patch on
this partial optimization. In step 5, we allow V to adjust
in order to re ect the effect due to the previous changeof
PL and PR. This time we minimize for the whole E, (not
just wsEs+ WoEq). Once V adjusts,it affects PL and PR
immediately Finally in step6, we locally adjustP and PR
to minimizefor thewhole E. With the partial optimizationand
the local adjustmentthe adjustmenton P- and PR becomes
ef cient.

A. Initialization

Firstly, we constructthe initial selection.Let P[i] = i for
i=1;....N, i.e.,, the baseframef; will bethe currentcandidate
to be warpedinto the left view correspondingo the i-th left
camera.Then,the remainingtaskis to searchthe properbase
frame as the current candidatefor the correspondingright
view. Considerthe i-th left camera,basecameraby is the
desiredone if the distancebetweenb, and b; is the closest
one to the interocular distance dgje. Its index is assigned
to PR[i], or PR[i] = k suchthat k> i. It is natural to let
the centerand orientation of the i-th stereo-camerde the
averageof thoseof b; and by, i.e., v(s) = (v(b;) + v(by))=2
and q(s) = (q(b;) + q(bk))=2. Next, accordingto the local
coordinatesystemof the stereo-camerdf, by is notontheright
handside of b; whenlooking at the positive direction of the
z-axis, thevaluesin P[i] andP R[i] areswappedv(R(s)) and
v(L(s)) aretheleft andright viewpointsof s andareequalto
V(s) 8 0:5deeey respectiely, whereey is the x-axis direction
vector Figure 4 illustratesthe initialization graphically

B. Speed-up

During the adjustmenbf P -[i] andP R{i], thetermsEcq and
Ecv involve the complex combinatorialoptimizationin which
its compleity grows exponentiallywith the numberof frames.
Therefore,we employ a practicaltrick. It rstly ignoresthe
continuity costin step4. Thenthe continuity consideratioris

broughtbackin stepss and6 for improving visualsmoothness.

In step 4, for each stereoframe i, its best candidatepair
(PL[i], PR[i]) is determinedby xing the stereo-cameras
(both viewpoint and orientation)and minimizing the part of
objectivefunctionwsEs+ WoEq, i.e. i = Ws(d?+ €%) + wog.
Enegy termsEcq andEcy aretemporarily x ed andignored.
As (P[i], PRi]) affectsthecenterof stereo-camerg;, we then
optimize v; accordingto the selectedpair using LM method
in steps.

The key is to efciently selectthe best candidatepair in
step 4. For stereo-camera;, sj = wg(d?+ €) + wog. From
Equation5, we know d? = A(kt“k?+ ktRk?), whereA is an
Bwvariant if w, h, hyg, and f are x ed. So, for either kttk >

s=(Aws) or ktRk> = s=(Aws), wsd? > s is true. Hence,

Fig. 5. Theillustration of the determinationof the appropriatebaseframes
insidethe spheres.

in the k-th iteration of the entire algorithm, we only select
base camerapair candidatesfrom those inside the spheres
enteredat left andright viewpoints with the radiusequalto

s H=(Awg), where s ¥ is the cost evaluatedby using
thevaluesof PL[i] andP R[i] determinedrom the lastiteration
(orthe(kj 1)-thiteration),asshowvn in Figure5. This scheme
discardstheinappropriatepairs,whoserele/antcostsi[k] have:

si[k] Ws(d[k])Z . Si[ki 1]’

B

(10)

where si[k] is the currentcost. Therefore,for eachcandidate

pairinsidethespheresits costsi[k] is calculatedThecandidate

pair, whosecostis the minimum and lessthan si[ki U is the
desiredone. Their indices are assignedto PL[i] and PR|i]
accordingly If thereis no pair satisfying Equation 10, the
currentP[i] and PR[i] are retained.

C. Optimizationfor Visual Smoothness

To maintainthe visual smoothnessye control the acceler
ationsof both left andright eyes. The accelerationgre com-
putedby the second-ordedifferenceof the eye positions.This
smoothnesss determineddy Ecq andEcy. While Ecg canbe
optimizedeasilyby LM methodin step2, the optimizationof
Es and Ecy are highly dependenbn V, P- andPR, andhas
a high combinatorialcompleity. In step6 of the pseudocode,
whenthe viewpoints of stereo-cameraare x ed, Ecy merely
relies on the sum of the norm of the acceleratiorof the left
andright eyes. Due to the symmetry we only explain the left
eye in the following discussion.

The shaly candidatecamerasare those whose accelera-
tions exceed a tolerance anax. Wheneer shaly candidate
exists, we should modify our choice of candidateframes.
In general,suchchangeof choice shouldinvolve the whole
candidateindex sequenceln practice, we only perform a
local adjustmentby modifying a candidaténdex subsequence
centeredat the detectedshaly candidate.To simplify the
discussion,we only describethe adjustmenton the left-
view frame index sequenceP‘. The right-view frame PR
is adjusted similarly. Consider the n-element subsequence
fPLKo]; PL[ko+ 1];:5; PL[ko+ N 1]g Whereky+ dn=2eis the
detectedshaly element,for every elementPl[k,+ i] = [;, its
new value after adjustmentcan be ary valuein the rangeof
[lii m;li+ m]. In mostof our experiments,m is 3 andn is
10. For eachpossiblereplacementwsEs+ woEq+ Wev Ecy is
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Fig. 6. An exampleof stereoscopiwideo generation.The input monocularvideo sequences taken in the air. (a) shows the recoreredbasetrajectoryand
a few framesfrom the basesequence(b) illustratesthe generationof a stereoscopiwiew pair. The blue dot coupledwith 2 greendots indicatethe virtual
stereo-camerayherethe greendots are the left and right cameras(c) showvs the composedstereoframe.
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Fig. 7. Plotsof Euler anglesof the computedorientation.(a) is the recoreredcameraorientationof the basesequencémonocularvideo). (b) and(c) shav
the cameraorientationsof the correspondingstereo-cameraomputedwith differentwcq settings.In (b) ws= 1;wg = 100,weq = 100,wey = 1 while in (c)

Wg = 1;WQ= 100;WCQ: 1000Qwey = 1.

recomputedand the one with the minimal wsEs+ WqEq +
wevEcy is selectedfor replacementin order to improve
smoothnessThen we return to step 2, the viewpoints and
orientationsof stereo-camerare further optimizedaccording
to the updatedP- and PR by meansof the LM method.

Sincein eachiterationthe overall costE is guaranteedo be
decreasedheiterationconvergesat a minimal point. Although
it may not be a global optimal solution, corvincing solutions
are obtainedin all of our experiments.

VI. RESULTS AND DISCUSSIONS

We have testedour methodwith several monocularvideo
sequencedrom either movies or home-madevideo clips
acquiredvia a hand-heldvideo camera.All experimentsare
carried out on a PC with Intel PentiumIV 2.4 GHz CPU
and 1 GB memory Appealing results are obtainedin our
experiments.Figures6 and 8 shav two synthesizedstereo-
scopicvideo sequencesThe input monocularvideo sequence
in Figure 6 is taken in the air. Video in Figure 8 is taken
indoor. In Figure8, we shaw the disparity of 5 samplepixels.
Note thathow our methodcorrectlyre ects the relative depth
of sceneobjects.

The statistics of the four video sequencesre listed in
Table lll. In the table, dgye is interoculardistance,and mis
the penaltyfactorfor parallaxin y direction(seeEquation3).

Sequencen Fig. 1 Fig. 6 Fig.8 | Fig. 10
Numberof frame 431 861 441 370
Time for cameratracking | 26 min. | 80 min. | 30 min. | 22 min.
Iteration number 2 1 2 3
of optimization
Time for optimization | 27 sec. | 20sec.| 35sec.| 21 sec.
Time for view warping | 10 min. | 20 min. | 10 min. 8 min.
andvideo output
deye 10 4 12 10
m penaltyfactorfor y dir. 4 4 4 4
Ws 1 1 1 1
) 100 100 100 100
Weo 10,000 100 100 | 10,000
Wey 1 1 1 1
TABLE 1lI

THE PERFORMANCE STATISTICS.

Fromthetable,theoptimizationtime is small. Cameraracking
consumesnostof thetime. From our experimentsthe number
of iterationsfor the optimizationis aroundl to 3. Suchsmall
numberof iterationsmeansthat the initial solutionis closeto
the optimal ones.

Theweightsin the costfunctionareuserspeci ed. Tablelll
lists their values.In our experiments,we setws = wcy = 1,
andwg = 100. The choiceof wcq is highly dependenbn the
smoothnes®of the input video sequenceFor the sequences
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(b) (d)

Fig. 8. Another example of stereoscopiw/ideo generation.(a) shows the
recoveredbasetrajectory The two imagesin the (c) and (d) arethe warping
result of the baseframes,and form a stereoscopicziew pair in the result.
Thearraws in theimagesshaw the degreeof binocularparallaxof ve points
in the scene.t canbe found that the remotepoints have the small parallax,
whereaghe nearpoints have the large ones.(b) is the compositionimage of
(c) and(d).

extracted from professionalmovies (normally with smooth
motion), wcg canbe setto about100. For the video captured
by hand-heldcamera(like Figure 1), weo should be greater
than 100. Figure 7 shavs the cameraorientations(in Euler
angles)of the basesequencandthoseof stereasequencevith
differentwcq settings.It shaws thatlarger value of weg leads
to a smootherchangeof computecdbrientation hencetheresult
is lessshaly. As the searchwindow m of local adjustmenfor
shalky camergSectionV-C) increaseshe smoothnesef result
alsoincreasesbhut with the trade-of of higher computational
cost.In our experimentswe found m= 3 is a good choiceto
balancethe trade-of betweenthe performanceand quality. In
general,adjustingthe weightstradesamongthe smoothness,
stereoscopieffect and/orvisual similarity.

Recallthatin Sectionlll, we have justi ed why the simple
but restrictve constant-depthview warping, instead of the
more general planarhomograpli, is adopted. Figure 9(a)
shavs a stereo-framefrom view warping with the planar
homograply. Note thatthe building andstreetlampsn theleft
andright syntheticviews are not parallel. This artifact canbe
easilyrecognizedoy humanvision. Even worse,somefarther
objectshave muchlarger disparitiesthanthosecloserobjects.
In contrast,the resultfrom the constant-depttview warping
(Figure 9(b)) doesnot causesimilar objectionableartifacts.

Sinceno depthmapis used,our approachhassomelimita-
tions.

1) Thesceneshouldbestatic,otherwisethe moving objects
will be warped incorrectly Becausethe left-eye and
right-eye views are the warping results of the input
framesat differenttime instanceswarpingthemresults
in inconsistentobject motion. Neverthelesshumanvi-
sion may acceptsmall inconsistenimovements.

2) As our methodrelies on the motion parallaxto synthe-

(a) view warping with planar-homography  (b) view warping with constant-depth

Fig. 9. Comparisorof planarhomograpk andconstant-depthiew warping.
In (a), the building and the streetlampsn the left and right views are not
parallel. Moreover, some farther objects even have much larger disparities
than those nearerones. Not similar objectionableartifact are found in the
resultfrom constant-depthvarping (b).

@ (b)

Fig. 10. A poor example of stereoscopicvideo generation.The input
monocularsequences taken by a hand-heldcameramoving in the direction
of the cameraviewing direction. (a) shawvs the recovered basetrajectory
Since the angle betweenthe moving direction and the viewing direction is
very small, the binocular parallaxis hard to be corverted from the motion
parallax.As theresult,all binocularparallaxof the samplepointsin the scene
are almostidentical, and the generatedstereoscopiwideo doesnot properly
shaw the depthcue.

sizethe steregparallax,it fails whenthereis no horizon-
tal parallaxin theinputvideo.Examplesncludethecase
whenthe video is capturedfrom a x ed viewpoint, the
casewhen the viewing and motion directionscoincide
(Figure 10), and when the input video containsonly
vertical motion.

Our methodtries to minimize the relative parallaxerror
andwarping error, and keepthem consistentHowever,
sinceit is basedon a crude constant-depttassumption,
a large relative parallax/varping error may still occur
andnot be quite consistenin somecasesFor example,
whena originally panningcamerasuddenlychangests
trajectoryandmovesforward, it is very dif cult to keep
all the parallaxes consistent.In this case,the objects
whosedepthsare closeto the optimal depthvalue (i.e.
Z= 2zt + Z,5)1 1) have more consistenparallaes.
On the other hand, the parallaes of the objectswhose
depthsare far away from the optimal depthvalue may
be jittered. In practice, the regions with inconsistent
parallaxes are usually not the visual focus and human
vision have a highertolerance.

If the focal length of input video varies, the output
video may contain error. The simplestway to work
aroundthe problemis to preprocesghe input video.
A more sophisticatedapproachis to incorporatefocal-
lengthvariationin the costfunction. This is one of our

3)

4)
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future directions.

VIlI. CONCLUSIONS

In this paper we presenta novel automaticsynthesisof
stereoscopiwideo sequencdrom the monocularone. Instead
of recovering the depthmap, we exploit the motion parallax.
This allows us to avoid the objectionablevisual artifact due
to the inaccuratelyrecorered 3D information. We formulate
the video synthesigproblemas an optimizationproblem.The
introducedcostfunction considerghe stereoscopieffects,the
similarity, andthe smoothnessbjectives.Userscanadjustthe
weights to trade among these three objectives. Corvincing
results evidence the robustnessand the efciency of our
approachDespiteof limitations,theproposednethodis useful
in mary scenariosin which the video containsthe panning
motion.
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APPENDIX

Assumethe coordinatesystemis setto align with the left
camera(right camera),and the cameraviews along z-axis.
Referto Table IV for the meaningof the notationsusedin
this appendix.Then the position of the candidatecamerais

t = (tx ty;t;). For simplicity, we assumehe candidatecamera

and left (right) camerahave the same orientation. If their

orientationsare different, we can rectify them beforehand.

Without lossof generality we choosea pixel p which 3D ho-
mogeneousgoordinates (x;Y; 1; 1=2) in the coordinatesystem
of the candidatecameraFromthe candidatecamerao theleft
(right) camerai,its coordinatebecomes( ng:ttx, y:tty,l 1=(z+
>
t;)). Thenthe offsetin theimageis d= f%; ftyzli’tz .
For corvenience,we replacez+ t; with z by simply offset

>
the coordinatehenced = . We assumehe

depthsof sceneare in the range of [znin; Zmad. During the
view warping we assumethe depthis constantand equalto
Zc= 27 + Zi.1)i 1 over the whole image. This resultsin
dV =

txi Xtz. ¢ tyi Ytz
f=2

txl Xz, g lyi viz
f>= 125~ . Here,we de ne Dd as the offset
error dueto the uncertaintyof depth.
3 .

Dd= f(txi th)(% l) f(tyi ytz)(zcl 7
Ta(itei Xadsjtyi yt)”

pi(%i;Yi; 1;1=z) the homogeneou8D coordinateof pixel i.

z thedepthof pixel i.
the width and heightof the image.
f thefocal length.
the relative translationbetweenleft (right) and the
candidatecameras.

D; the parallaxof pixel i.

D}N the parallaxof pixel i warpingwith constantdepth
Z.
the image offset of pixel i betweenleft (right) and
candidatecameras.
the image offset of pixel i betweenleft (right) and
candidatecameraswvarping with constantdepthz.
gj therelative parallaxerror betweenpixelsi and j.

diLW (dIR\N)

TABLE IV
NOTATIONS USED IN THE APPENDIX.

Sincejxj - ﬂf,jy.J ->f» We have

(txi th)2+ (tyi ytz)2
(’tij zﬂiojtzj)2+ (ityi + Fritd)?

2+ h2

ji Ddjj
%fhd

pi -
— fhgmax 1, jiti]

Therefore,consideringthe parallaxerrorsof both left and
right cameraswe obtain Equation5.

Next, we derive Equation3. For ary pixel pi(x;yi;1;1=z)
in the coordinatesystemof the candidatecamerahaving the
following:

tki X+ tzf ﬁf
diL =@ thi thZf dLW @ thi y,Ltgf
0 tR.axRtRf ! 0 tRl xR f 1
=@ . z.thRf RY = @ RthZfA
DV = D;+ (dLVV d™)i (d-i dR)

Thenthe relative parallaxerror betweenpixelsi and j:
ej=(D)i DV)i (Dii Dj)
(" dRW)I (d-i dfyi (@i d)i (dhi df)
l (t I tR)(l l)+ PLtL PRtR
i (tyi tR)(L' 2+ Rty Pth§

it Gtk + ) 2

Mo i )+ (it + ) &
Here,
Pe=x(zi )i X(zi 2= G i G 2)
Rt G DI RET DRIEGT DG )

Hence,we obtain Equation3.
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