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Abstract

Light-weight time-of-flight (ToF) depth sensors are com-
pact and cost-efficient, and thus widely used on mobile de-
vices for tasks such as autofocus and obstacle detection.
However, due to the sparse and noisy depth measurements,
these sensors have rarely been considered for dense ge-
ometry reconstruction. In this work, we present the first
dense SLAM system with a monocular camera and a light-
weight ToF sensor. Specifically, we propose a multi-modal
implicit scene representation that supports rendering both
the signals from the RGB camera and light-weight ToF sen-
sor which drives the optimization by comparing with the
raw sensor inputs. Moreover, in order to guarantee suc-
cessful pose tracking and reconstruction, we exploit a pre-
dicted depth as an intermediate supervision and develop
a coarse-to-fine optimization strategy for efficient learning
of the implicit representation. At last, the temporal infor-
mation is explicitly exploited to deal with the noisy sig-
nals from light-weight ToF sensors to improve the accu-
racy and robustness of the system. Experiments demon-
strate that our system well exploits the signals of light-
weight ToF sensors and achieves competitive results both
on camera tracking and dense scene reconstruction. Project
page: https://zju3dv.github.io/tof_slam/.

1. Introduction

Dense simultaneous localization and mapping (dense
SLAM) [38, 8, 9, 44] has extensive applications in aug-
mented reality [13, 17], indoor robotics, etc. It usually relies
on high-precision and high-resolution depth sensors, such
as time-of-flight (ToF) sensors or structured light sensors.
Due to the size, weight, and price issues, these depth sen-
sors are only used in a few high-end mobile devices until
recent years. In contrast, light-weight ToF sensors, which
are cost-effective, compact, and energy-efficient, were inte-
grated into hundreds of smartphone models'. As a result,
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Figure 1. Monocular Dense SLAM with Our Multi-Modal Im-
plicit Representation. We present a novel SLAM system based
on implicit scene representation. The system does not require
high-precision and high-resolution depth sensors and only takes
RGB images and the signals of light-weight ToF sensors as input.

it would be valuable if we could fully utilize these light-
weight sensors for dense SLAM, which further facilitates
other applications like AR/VR and micro-Robot.

Unfortunately, limited by the compact electronic design,
the light-weight ToF sensor can only provide coarse mea-
surement in the form of depth distribution in an extremely
low resolution as illustrated in Fig. 2. Existing RGB-D
dense SLAM systems [38, 46, 31] are designed for accu-
rate and pixel-wise depth inputs, thus cannot work with
the light-weight ToF signals directly. They will also fail
if we simply consider the light-weight ToF signals as a low-
resolution depth (i.e., mean depth values in each zone).

In this paper, we aim to design a novel learning-based
dense SLAM system that provides accurate pose tracking
and dense reconstruction taking the RGB sequences from
a color camera and the sparse signals of light-weight ToF
as input (Fig. 1). However, it is non-trivial to design such
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Figure 2. LS Sensing Principle. Instead of pixel-wise depth mea-
surement, L5 measures the depth distribution of a large zone and
returns its depth mean and variance. Specifically, L5 measures
8 x 8 zones in total. The figure is adapted from [14].

a system. At first, motivated by the recent achievements
in the field of neural rendering [20, 2, 40, 39, 41] and
grid-based feature encoding [46, 36, 18], we propose to de-
sign our system based on a novel implicit representation
from which we can render both the RGB image and orig-
inal ToF signal. In this way, we can define the losses di-
rectly against the multi-domain input, which can be utilized
to optimize camera poses and 3D scenes. However, we find
that this cannot guarantee plausible tracking and reconstruc-
tion results because of low-quality raw depth signals from
the sensor. Inspired by recent works [31, 46] that high-
resolution accurate depth maps play an important role in the
implicit SLAM systems, we further exploit the depth esti-
mation model [14] for the light-weight ToF sensor to predict
an intermediate high-resolution depth as additional supervi-
sion. Based on all the above insights, we develop a multi-
modal implicit scene representation with multi-level feature
grids, which is able to generate both the zone-level signals
of light-weight ToF sensors and pixel-wise RGB/depth im-
ages via the differentiable rendering for the camera track-
ing and reconstruction. For efficient network convergence,
we also design a coarse-to-fine optimization process for this
novel implicit scene representation, i.e., firstly using zone-
level ToF signals to optimize the scene at the coarse level,
then adding pixel-wise RGB/depth supervisions to recover
geometry details.

Moreover, although the predicted per-pixel depth is gen-
erally smooth and provides reasonable supervision as inter-
mediate signals, it may also produce severe artifacts when
there is a large portion of missing L5 signals since it is hard
for the network to handle such cases due to the inherent
depth ambiguity in the missing regions. As a result, we fur-
ther develop a temporal filtering technique to enhance depth

prediction. Specifically, when a new signal is captured, we
render a zone-level light-weight ToF signal from our multi-
modal scene representation with an initialized pose and fuse
it with that new observation signal, which serves as the input
of the depth prediction network. Such an explicit filtering
technique improves the depth estimation performance sig-
nificantly, particularly in extreme cases where the raw L5
signals are very noisy or contain large amounts of missing
data, and therefore further benefits the whole SLAM sys-
tem.

Our contributions can be summarized as follows. At
first, to our best knowledge, we present the first dense
SLAM system by only taking the monocular images and
the signals from a light-weight ToF sensor as input. More-
over, we propose a multi-modal implicit scene representa-
tion which supports rendering both the zone-level signals
of light-weight ToF sensors and pixel-wise RGB/depth im-
ages. By minimizing the re-rendering loss of these signals
in a coarse-to-fine strategy, we can recover the camera pose
and the scene geometry via differentiable neural rendering.
Furthermore, we propose a temporal filtering technique to
enhance the signals of light-weight ToF sensors and corre-
sponding depth prediction which significantly improve the
proposed SLAM system in extreme cases. Experiments
on the real datasets demonstrate that the proposed system
well exploits the signals of light-weight ToF sensors and
achieves competitive results both on camera tracking and
dense scene reconstruction compared to existing methods.

2. Related Work

Visual SLAM. Sparse visual SLAM systems [13, 23, 16]
focus on solving accurate camera poses based on the track-
ing of sparse keypoint [28, 25]. These types of methods
usually struggle in texture-less environments and cannot
provide a complete reconstruction result of the scene. In
comparison, dense visual SLAM systems [10, 38, 11, 24]
perform much more robust but usually require depth im-
ages as input. More recently, many methods emerged to
estimate the dense depth map and camera pose simulta-
neously from RGB sequences only using deep neural net-
works [3, 6, 34, 35] and reconstruct the scene through fus-
ing the estimated depth maps. Unlike these previous meth-
ods optimizing depth maps per frame, we follow iMAP [31]
and NICE-SLAM [46] and use an implicit scene represen-
tation. However, unlike iMAP and NICE-SLAM, we do not
require the depth camera and take the light-weight ToF sig-
nals as input instead.

Neural Implicit Representation. Neural implicit repre-
sentations are widely used in various kinds of tasks, in-
cluding novel view synthesis [20, 45, 2, 19] and scene
reconstruction [, 36, 26]. While showing promising re-
sults, these methods require precise camera poses as input
which greatly limits their application scenarios. Some re-
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Figure 3. System Overview. Our method uses a monocular camera and a light-weight ToF sensor as input and recovers both camera
motion and the scene structures. Through differentiable rendering, our method can render multi-modal signals, including color images,
depth images and zone-level L5 signals. Both the scene structure and the camera poses are optimized by minimizing the re-rendering loss.

cent works [15, 42] propose to optimize camera pose with
the scene representation simultaneously. Lately, iMAP [31]
and NICE-SLAM [46] bring neural implicit representations
into visual SLAM systems. Nevertheless, requirements of
RGB-D sequences as input significantly constrain their ap-
plications, especially on mobile devices with tight power
budgets. In contrast, we propose a visual SLAM method
using only an RGB camera and a light-weight ToF sensor,
which commonly co-exists on mobile devices.

Neural Grid Optimization. Typically, a single multi-layer
perceptron (MLP) is employed to represent the entire scene
in earlier neural implicit methods [20, 2, 31]. However,
these methods perform poorly when applied to large scenes
and need an extremely long time for training. To address
this issue, recent works [33, 22, 5] try to optimize neural
features on an explicit volumetric grid. These methods,
however, are only capable of pixel-level rendering and do
not accommodate L5 signals as it has extremely low reso-
lution and measures the depth distribution of a large area.
To this end, we introduce a multi-modal feature grid rep-
resentation that enables rendering multi-modal information
at different resolutions and can deal with zone-level depth
distribution data measured by light-weight ToF sensors.

3. Method

In this section, we provide an overview of the sensing
principle of light-weight ToF sensors (e.g., L5) in Sec. 3.1.
Based on the characteristics of L5’s signals, we design the
first dense SLAM system with a monocular camera and a

light-weight ToF sensor as shown in Fig. 3. Specifically,
we first propose a multi-modal implicit scene representation
which enables rendering L5 signals together with the com-
mon RGB image and depth maps (Sec. 3.2). To guarantee
successful tracking and mapping, we exploit a depth pre-
diction model [14] to predict intermediate per-pixel depth
maps as additional supervision. By minimizing the differ-
ence between the rendered signals and input/predicted ones,
we can simultaneously optimize the camera pose and scene
structure in a coarse-to-fine way. Furthermore, since the
depth prediction may contain severe artifacts when there is
a large portion of missing L5 signals, we propose to refine
the L5 signals with temporal filtering techniques to enhance
the depth prediction module (Sec. 3.3). Finally, we describe
the system implementation detail in Sec. 3.4.

3.1. Preliminaries: L5 Sensing Principle

Light-weight ToF sensors are designed to be low-cost,
small, and low-energy and have been massively deployed
on mobile devices. Compared with conventional ToF sen-
sors, which provide high-resolution depth measurement and
measure the per-pixel distance to the scene, light-weight
ToF sensors usually have extremely low resolution (e.g.,
8 x 8 zones) and measure the depth distribution for each
zone. Here we take ST VL53L5CX [29] (denoted as L5),
a representative product of light-weight ToF sensors, as an
example to declare the sensing principle of these sensors.
As shown in Fig. 2, L5 measures the depth distribution by
counting the received photon number within specific time



intervals. The result is then fitted with a Gaussian distri-
bution, and L5 only transmits the mean and variance to de-
crease both the energy consumption and broadband load.
None of the previous studies have explored the usage of L5
for downstream applications like SLAM due to its low res-
olution and high uncertainty.

3.2. Multi-Modal Implicit Scene Representation

The combination of neural rendering and grid-based fea-

ture encoding has found broad utilization in applications
like SLAM and surface reconstruction. [46, 36, 43]. By
minimizing the loss between the rendered image/depth and
the input image/depth, they achieve accurate 6-DoF cam-
era pose tracking and the reconstruction of scene geome-
try. In this paper, we propose a multi-modal implicit scene
representation, which supports the rendering of zone-level
LS5 signals apart from the common RGB and depth images.
Specifically, we encode the geometry and color separately
and propose the masked rendering technique in the geome-
try encoding for the rendering of both zone-level L5 signals
and pixel-level depth images.
Geometry Encoding with Masked Rendering. The idea
of the proposed masked rendering is inspired by the inte-
grated positional encoding(IPE) theory proposed in Mip-
NeRF [2], but we promote it to the grid-based scene rep-
resentation. The core idea of IPE is that the input features
are passed through a low pass filter, i.e., if the frequency of
a particular feature has a larger period than the ray, then the
feature is unaffected; otherwise, the feature is scaled down
towards zero. The original method represents the scene us-
ing a single MLP and achieves the low pass filtering by cal-
culating an integral of the positional encoding as input. In
our grid-based case, we concatenate features from different-
level feature grids and use a rendering mask to mask out
features extracted from overly high spatial frequency grids
based on the current rendering scale.

To be more specific, we encode the scene geome-
try into a multi-level feature grid containing four layers
Vo = {VO V1 V2 V3} The zone-level feature grid
V#me contains the coarser feature grids{V° V1} while
the pixel-level feature grid VP* contains the finer feature
grids{V2,V3}. For a given point x € R3, its whole ge-
ometry feature F is extracted by tri-linearly interpolating
features at each grid level and concatenating these features
together. The feature can be decoded into SDF values in
both pixel-level ¢p;; (x) and zone-level ¢.one (x) via the
same geometry decoder f,, (-) switched by the rendering
mask. We use all the features for rendering pixel-level re-
sults ¢, and mask out the features extracted from the finer
grids for zone-level rendering results ¢ ne:

Bpia(x) = fu ([VF (%), VI (x)])

Drome() = fo (V"(x),0]) @

This mask operation also makes the corresponding neurons
in the geometry decoder inactive. The SDF values from
both branches are used in the tracking and mapping process
corresponding to the pixel-level and zone-level supervision,
and only the pixel-level SDF values are used for the final
mesh extraction.

Color Encoding. For color information, we encode it only
at the finest level using a separate set of feature grid Wg
and decoder g, (-) as [46, 36]. When decoding color, we
additionally use the ray direction r, so the color value for a
3D point is given by:

¢ = g, Ws(x),1). @

Rendering of L5 Signals, Color and Depth Images. We
render color and depth values with the volumetric render-
ing technique [37]. Specifically, to render a color pixel, we
sample N points along the corresponding emitted ray, de-
noted as x; = o+ d;r,i € {1,2,...,N} where o is the cam-
era center, r is the direction of this ray and d; is the distance
of the sampled point x; along the ray. We then accumulate
the color value along the ray through:

N
¢ =Y Tac;, 3)
i=1
i1
where T; = [] (1 — a;) is the accumulated transmittance,
j=1

and «; is the opacity value converted from the SDF predic-
tion ¢p;,. The conversion follows the original definition in
NeusS [37].

The process of rendering the LS signals is similar to ren-
dering the color. The differences are that for rendering the
mean depth value d, of an L5 zone, we emit the ray from
the center of that zone and accumulate the distance along
the ray through:

N
i=1

The zone-level opacity «; is derived in the same manner
as color rendering but using ¢,y instead of ¢p;,. Intu-
itively, we can optimize the camera pose and scene structure
by only supervising the rendered color images and LS5 sig-
nals. However, in our experiment (Sec. 4.3), we show that
the results are far from satisfactory. As a result, we also
render the pixel-wise depth maps using Eq. 4 with ¢,,;,, and
supervise it with the depth prediction from [14].

3.3. Temporal Filtering of L5 Signals

As mentioned before, we use DELTAR [14] to predict a
pixel-wise depth map as additional supervision. DELTAR is
a pre-trained neural network that takes L5 signals and RGB
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Figure 4. Temporal Filtering of L5 Signals. By fusing the lat-
est ToF measurement with a rendered one, we can significantly
improve the signal quality and the corresponding predicted depth.

images as input and predicts corresponding depth maps. We
observe that when there are a large number of missing or
noisy L5 signals, the depth map predicted by DELTAR may
contain severe artifacts due to the inherent depth ambigui-
ties of missing or noisy regions, thus further contaminating
the learning of implicit features and degrading the SLAM
system’s performance.

This motivates us to develop an explicit temporal filter-
ing technique (Fig. 4) to enhance the L5 signals before feed-
ing into DELTAR. Since the past observations are stored
implicitly in our scene representation, we can leverage this
information to refine the current observation. Specifically,
the proposed filtering algorithm contains two steps: the pre-
diction step and the update step. In the prediction step, we
predict the per-zone ToF measurement Xy = {p,01} in
the timestamp k£ using neural rendering (Eq. 4) with an ini-
tialized pose. Then we update X}, to X, with the current
L5 measurement Zy, = {2, 09}:

2 2 2 .2
jxy = MIOZTHROL s 1% ()
R T

As for the zones with no valid raw L5 signals, we simply
use the predicted L5 signals. Finally, the enhanced signals
X, are fed into the depth prediction network with corre-
sponding RGB image [14] to obtain a high-resolution depth
estimation.

3.4. SLAM System Implementation

Initialization. Since we do not have reliable depth maps as
input, we need to perform initialization in order to build a
local map for our system to bootstrap. The first N; frames
are added to the initialization process with a fixed interval
Is1p sequentially. The pose of each newly added frame is
initialized by the previous frame. During this process, the
feature grids, decoders and camera poses are jointly opti-
mized using the same loss function as in the mapping pro-
cess. Finally, when all the frames are added, we optimize
the whole frame set for IV, iterations.

Coarse-to-Fine Mapping. To optimize the scene repre-
sentation mentioned in Sec. 3.2, we uniformly sample total

M pixels and Z zones and perform optimization to mini-
mize the photometric loss, geometric loss and SDF regu-
larization. The zones and pixels are sampled from the cur-
rent optimization window, which consists of two types of
frames: neighbor frames (the nearest IV,, frames with an
interval of 4) and global frames (chosen from all the past
co-visible mapping frames). The photometric loss is the av-
erage color difference of all the sampled pixels:

1 M
Ec = M Z |I[umzvm] - C;n|a (6)

m=1

where wu,,, vy, represents for the image coordinate of pixel
m. The geometric loss is calculated on both pixel-level and
zone-level. For zone-level loss, only zones with valid L5
signals Z; are considered. We also add SDF supervision on
pixel-level as in [36, 26] to add robustness to the optimiza-
tion. The whole geometric loss is defined as:

[,g =Lg+ L, + )\sdfﬁsdfg

1 & -
£d - M Z |D[u'm7v7n] - dm|7

= (7)
1 _
L, =— D, dz|,
7 2|

where D € R®*® represents the mean depth value mea-
sured by L5 and D represents the pixel-wise depth predic-
tion. Since we do not have high-quality depth as input and
there are many texture-less areas in typical indoor scenes,
directly optimizing the feature volume and camera poses is
an ill-posed problem. Therefore, we employ two regulariza-
tions on the SDF values during pixel-level rendering as [36],
namely the eikonal term L.;; and the smoothness term L:

E’r’ = )\eikﬁeik + )\SL:S7 (8)

where the eikonal regularization is employed to ensure the
network produces valid SDF values [37, 36], the smooth-
ness regularization is used to encourage neighbor points to
have similar normal directions, and A.;;, and )4 are weights
to balance the two regularization terms.

During the mapping process, we perform a coarse-to-
fine optimization process, bringing better convergence since
pixel-wise optimization can rely on the already initialized
coarse grids. We first optimize the scene at the coarse level
using zone-level ToF signals. Then, pixel-wise RGB/depth
supervisions are added to jointly optimize the decoders, fea-
ture grids and camera poses by minimizing the mentioned
losses for IV, iterations with a local BA to cover geometry
details.
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Figure 5. Qualitative Reconstruction Results. Compared to other methods, our approach produces high-quality reconstructions with

smooth surfaces and fewer artifacts.

We also conduct a global BA every IV, frame by adding all
the past mapping frames to the optimization window and
jointly optimize them to globally optimize the camera poses
and scene geometry. We provide the details of losses in the
supplementary material.

Tracking. During tracking, the feature grid and the de-
coders remain fixed, while only the 6-DoF pose of the
current frame is optimized. Similar to previous meth-
ods [46, 31], M, pixels are sampled in the current frame to
calculate both the pixel-level photometric loss and geomet-
ric loss as previously described. The camera pose is then
updated iteratively via back-propagation. Tracking with
only pixel-level supervision is susceptible to a suboptimal
solution, so we leverage our multi-modal scene represen-
tation and apply zone-level supervision in the early stage.
Specifically, we additionally sample Z zones in the current
frame and use the L5 signal to minimize zone depth loss as
well, which leads to a more robust tracking result.

4. Experiments

4.1. Experimental Setup

Datasets. Since no public SLAM benchmarks take the LS
signals as input, we build a data capture device as in [14]

and use it to create an indoor SLAM dataset, which con-
tains 7 sequences captured in 5 typical indoor scenes. We
record color images (640x480), L5 signals and depth maps
for each sequence. Note that we only use the color im-
ages and L5 signals as the input to our SLAM system. The
depth maps are used to obtain the ground truth 6-DoF cam-
era poses and 3D surface mesh. We follow the automated
capture pipeline proposed in ScanNet [7] to compute the
ground truth data.

Baselines. We compare our method with two cate-
gories of baselines: (a) learning-based SLAM methods in-
cluding iMAP [31] (re-implemented by [46]) and NICE-
SLAM [46]; (b) traditional SLAM methods including ORB-
SLAM3 [4], KinectFusion [10], ElasticFusion [38] and
BundleFusion [8]. For the methods that only support
RGB-D input, including iMAP, NICE-SLAM, KinectFu-
sion, ElasticFusion and BundleFusion, we use the RGB im-
age and the predicted depth map by [14] as the system input.
For ORB-SLAM3, we evaluate it in both the RGB version
(given only RGB image as input) and the RGB-D version
(using the predicted depth, marked as D). Note that none of
these methods can work well with only raw L5 zone-level
depths or take it as additional inputs. We evaluate both the
scene reconstruction and the camera tracking results. Since



Scene Name Kitchen  Sofa  Office Reception Livingroom Office2 Sofa2  Avg.
Acc.) - 0.190 0.211 0.261 - 0267 0.135 0.213
KinectFusion[10]  Comp.| - 0.048 0.046 0.064 - 0.078 0.064  0.060
F-score - 0.278  0.288 0.285 - 0274 0381 0.301
Acc.| 0.092 0.135 0.084 0.297 0.151 0.09¢ 0.122 0.140
ElasticFusion[38] Comp..  0.065  0.048 0.082 0.305 0.216 0.147  0.047 0.130
F-score 0.553  0.420 0.529 0.274 0.382 0416 0481 0.436
Acc.) 0.170  0.100 0.103 0.122 - 0.121  0.123 0.123
BundleFusion[8] ~ Comp.]  0.088  0.030 0.038 0.057 - 0214  0.034 0.077
F-score 0373  0.571 0474 0.470 - 0442  0.527 0.476
Acc.) - 0.135 0.229 0.365 0.225 0233  0.139 0.221
iMAP[31] Comp.] - 0.054 0.103 0.245 0.291 0.139  0.069 0.150
F-score - 0.445 0.315 0.238 0.170 0255 0416 0.307
Acc.| 0.303 0.119 0.116 0.216 0.103 0.156  0.464 0.211
NICE-SLAM[46] Comp.l. 0456  0.042 0.070 0.199 0.089 0.163  0.045 0.152
F-score 0.221 0.554 0411 0.402 0.400 0273 0401 0.380
Acc.) 0.081 0.068  0.067 0.079 0.078 0.113  0.121  0.087
Ours Comp.]  0.071 0.041 0.045 0.062 0.122 0.085  0.033 0.066
F-score 0.559  0.661 0.646 0.643 0.496 0.557  0.656 0.604

Table 1. Quantitative Comparison on Reconstruction. We perform the mapping evaluation on 7 indoor sequences and report results of

IRz

three metrics including accuracy (Acc.), completion (Comp.) and F-score. The failure cases are marked as “-”.

Scene Name Kitchen = Sofa  Office Reception Livingroom Office2  Sofa2
ORB-SLAM3 [4] 0.054 - 0.017 0.025 - 0.022 -

ORB-SLAM3(with 5) [4] 0.082 0.035 0.019 0.049 - 0.058 -

KinectFusion [10] - 0.146  0.209 0.157 - 0.321 0.125
ElasticFusion [38] 0.253 0.110 0.070 0.193 0.530 0.121 0.146
BundleFusion [8] 0.176 0.102 0.135 0.101 - 0.163 0.120
iMAP [31] - 1.658 0.338 0.648 0.679 0.344 0214
NICE-SLAM [46] 0.745 0.144  0.155 0.251 0.289 0.228 0.421
Ours 0.113 0.081 0.056 0.114 0.200 0.101  0.085

Table 2. Camera Tracking Results. ATE RMSE [m] () is used as the evaluation metric. The failure cases are marked as “-”. For the

variations of ORB-SLAM3, we only mark the best one in each sequence. Our approach outperforms all the other methods except for
ORB-SLAM3 [4]. However, ORB-SLAM3 fails on 3 of the 7 sequences due to the textureless indoor environment while our approach

tracks successfully on all of the sequences.

ORB-SLAM3 cannot output dense models, we exclude it
from the mapping evaluation.

Implementation Details. Our SLAM system is executed
on a desktop PC equipped with an Intel i17-9700K CPU and
an NVIDIA RTX 3090 GPU. In all our experiments, we
set the grid sizes to [3, 6, 24, 96] cm and the number of
sampling pixels M to 5000. Our method is implemented
using PyTorch [27] with ADAM [12] optimizer. The de-
coders, multi-modal feature grids, and camera poses are
trained with learning rates of 0.001, 0.01, and 0.0005, re-
spectively. The loss weights are set to 10 for A. and Agqf
and 1 for the others. Inspired by instant-ngp [22], we use the
tiny-cuda-nn [2 1] library to implement the proposed multi-
modal grid encoding, which significantly accelerates the op-
timization process. We follow DELTAR [14] to pre-train
the multi-modal depth prediction network on NYU-V2 with
simulated L5 signals. For more details, please refer to the
supplementary material.

4.2. Evaluation of Mapping and Tracking

Mapping. We use three metrics to evaluate the reconstruc-
tion result including accuracy (Acc.), completion (Comp.)
and F-score following the previous work [32]. For detailed
descriptions of these metrics, please refer to the supplemen-
tary material. As shown in Table 1, our method outperforms
all the baseline methods by a large margin (ours 0.604 vs.
the second-best 0.476 in terms of F-score). We also show
qualitative results in Fig. 5. Our method is able to produce
high-quality 3D models with smooth surfaces and high ac-
curacy. It is easy to notice that our reconstruction result
has much fewer artifacts and noisy points. Since NICE-
SLAM [46] relies on high-quality depth input, its perfor-
mance is poor given the noisy and unreliable depth input.

Tracking. We use ATE RMSE [30] to evaluate the cam-
era tracking. As shown in Table 2, our method outperforms
all other methods except for ORB-SLAM3 [4]. However,
ORB-SLAM3 is much less robust and tracks lost on 3 of



E M Kitchen Sofa Office Reception Livingroom Office2 Sofa2  Avg.

0203  0.088 0.063 0.143 0.216 0.120  0.094 0.132
v 0.135  0.085 0.060 0.144 0.211 0.108  0.089 0.119
v v 0.113  0.081 0.056 0.114 0.200 0.101  0.085 0.107

Table 3. Ablation Study. We explore the efficiency of multi-modal scene representation (marked as “M”) and L5 signal temporal filtering
(marked as “E”). We use ATE RMSE [m] (] ) as the evaluation metric.

Tracking Mapping

Learning-based iMAP [31] 101 ms 448 ms

Methods NICE-SLAM [46] 470 ms 1300 ms

Ours 116 ms 380 ms

Classical ORB-SLAM3 [4] 31 ms 159 ms
Methods ElasticFusion [38] 31 ms -

Table 4. Runtime Comparison. Different from NICE-SLAM [46]
that measures one iteration of optimization, we report the averag-
ing total runtime for tracking and mapping respectively for better
comparison with classic methods. ElasticFusion does not have an
explicit mapping process thus it is labeled as “-”.

L5 Signal

Rendered Depth  GT Depth

150

Figure 6. Results without Pixel-Wise Depth Supervision. It can-
not guarantee plausible reconstruction results without the pixel-
wise depth maps as additional supervision.

the 7 sequences, while our method successfully tracks all
the sequences. This is because that ORB-SLAM3, as a
keypoint-based method, struggles in texture-less regions,
which are commonly seen in indoor environments. Given
the predicted depth, ORB-SLAM3 can reduce the lost ratio
from 42.8% to 28.5% but leads to worse camera tracking
results since the predicted depth is not accurate enough.
Runtime Analysis. = We compare the runtime of track-
ing and mapping in Table 4 for both classical methods and
learning-based methods. The runtime of our method is sim-
ilar to iMAP, but it is faster than NICE-SLAM due to our
implementation optimization inspired by instant-ngp [22].

4.3. Ablation Study

In this section, we first study the effectiveness of using
pixel-wise depth prediction as additional supervision, then
investigate the importance of the proposed multi-modal fea-
ture grid representation and the temporal filtering technique.
Impact of the Pixel-Wise Depth Supervision. We try us-
ing only the L5 raw signals and RGB images for supervi-
sion. Removing the pixel-wise depth supervision makes

RGB/GT

L5 Signal ~ Predicted Depth Error Map
Figure 7. Qualitative Study of the Effect of Temporal Filter-
ing on Depth Prediction. We compare the depth prediction result
obtained through two methods: solely employing raw LS5 signals
(top row) and incorporating our temporal filtering technique (bot-
tom row). Our temporal filtering technique enhances the raw L5
signals and fills up the missing regions, leading to a better depth
prediction result.

the optimization problem harder, which is more obvious
when the problem size grows. In Fig. 6 we show the ren-
dered depth when optimizing the first frame and the first
150 frames. The latter contains serious errors. As a result,
it leads to a distorted reconstruction, i.e., the “Baseline” re-
sult in the upper right.

Impact of the Multi-Modal Feature Grid. We verify the
effectiveness of our multi-modal feature grid representation
(denoted as “M”) in terms of camera tracking and show the
result in Table 3. With the multi-modal feature grid repre-
sentation, we are able to use raw L5 signal as supervision.
As aresult, we can optimize the camera poses on both pixel-
level and zone-level, leading to better trajectory accuracy.

Impact of the Temporal Filtering. In Fig. 7 we show the
qualitative comparison with and without the proposed tem-
poral filtering. It can be seen that the large portion of miss-
ing L5 signals leads to severe errors on the corresponding
regions of the predicted depth map. The error reduces sig-
nificantly with the proposed temporal filtering technique.

We also study the quantitative impact of temporal filter-
ing (marked as “E”) on both the depth prediction (Table 5)
and the camera tracking (Table 3). We divide the testing se-
quences into normal and hard cases according to the quality
of LS signals. As shown in Table 5, the temporal filter-
ing technique improves the predicted depth in general and
significantly in hard cases. Such an improvement benefits
the final SLAM system and leads to more accurate camera



511 621 631t RELL RMSE]
wioE 0773 0910 0969 0.159 0513
wE 0925 0972 0983 0.093 0.366
wioE 0954 0989 0997 0065 0.151
wE 0956 0992 0998 0.065 0.145

Table 5. Ablation Study on Temporal Filtering for Depth Pre-
diction. “H”/“N” stands for the hard/normal cases and “E” rep-
resents the temporal filtering. We report the quantitative result of
depth maps predicted from L5 raw signals and our refined signals.

H

N

Outdoor Scene

Our Reconstruction

Figure 8. Qualitative Results of Outdoor Reconstruction. The
proposed method can recover a complete scene model in outdoor
scenes but missing more details than that in indoor due to the poor
L5 signals.

tracking, as shown in Table 3 (marked as “E”). Please re-
fer to the supplementary material for the definition of the
normal/hard cases and the depth evaluation metrics.

4.4. Performance in Outdoor Scenes

Currently, we focus on indoor scenes as other NeRF-
based SLAM systems [31, 46] due to the optical interfer-
ence limitation of depth sensors. Actually, the sunlight has
a stronger interference on the L5 sensor for its low-power
emitter. In Fig. 8, we show two examples of outdoor scene
reconstruction using our proposed methods. The recovered
mesh is complete but missing more details than that in in-
door scenes due to the poor L5 signals.

5. Conclusion

We introduce a novel dense visual SLAM framework
working with RGB cameras and light-weight ToF sensors
using neural implicit scene representation. To accommo-
date this new input modality, we propose a novel multi-
modal feature grid that enables both zone-level rendering
for the ToF sensors and pixel-level rendering for other high-
resolution signals. To guarantee robust tracking and map-
ping, we exploit a per-pixel depth prediction as additional
supervision, which is further improved by a novel tempo-

ral filtering strategy. Our experiments demonstrate that the
proposed method can provide accurate camera tracking and
high-quality reconstruction result on indoor scenes. Simi-
lar to other NeRF-based RGB-D SLAM systems, as future
work we plan to further improve the system to overcome the
limitation of ToF sensors in outdoor scenarios and make it
efficient enough to run on mobile robots.
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