In this supplementary document, we first explain the energy function for estimating colorful shading and present an application of image sequence editing. Then we present hyperparameters used in each loss term. Finally, we present more visual comparisons of intrinsic image decomposition on the IIW/SAW test sets.

1 Estimating Colorful Shading

Our proposed NIID-Net predicts a colorful reflectance image \( \hat{R} \) and a gray-scale shading intensity image \( \hat{S} \) from an input image \( I \). The color of lighting is required by realistic image editing. Therefore, we propose to recover the global color of shading and refine network predictions by minimizing:

\[
\mathcal{E} = \sum_i w_{e1} \left\| \hat{R}_i - \hat{R} \right\|_2^2 + w_{e2} \left\| \hat{R}_i - \tilde{R}_i \right\|_2^2
\]

\[
+ w_{e3} \left\| \nabla \hat{S}_i - \nabla \tilde{S}_i \right\|_2^2 + w_{e4} \left\| I_i - \tilde{R}_i \times \tilde{S}_i \right\|_2^2,
\]

(1)

where \( \hat{\cdot} \) indicates that the images are predicted by the NIID-Net, and \( \tilde{\cdot} \) indicates the variables to be optimized. The reflectance image is furtherly decomposed into the chromaticity \( \tilde{R} \) and the intensity \( \tilde{R} \) by the following Equation:

\[
\tilde{R}_i = \tilde{R}_i \times \tilde{R}_i,
\]

\[
\tilde{S}_i = \tilde{\alpha} \times \tilde{\beta} \times \tilde{S}_i,
\]

These two components of reflectance are optimized separately. We optimize shading intensity in the gradient domain to avoid extreme shading variations. \( \tilde{\alpha} \) is a scalar. \( \tilde{\beta} \) is the global chromaticity of colorful shading. \( w_{e1} = 1.0, w_{e2} = 0.5, w_{e3} = 5.0, \) and \( w_{e4} = 9.0 \) are the weights of the terms. An optimized result is shown in Fig. 2.

A demonstration of photorealistic editing of an image sequence is presented in Fig. 1. This application can be used in augmented reality for advertising and scene refurbishing.

Note that the optimization (i.e., Equation 1) is only employed for image sequence editing (Fig. 1 and the supplementary video). The shading and reflectance images presented in comparisons (including Sect. 3) are prediction results from the NIID-Net.

2 Training Hyperparameters

The detailed hyperparameters in loss functions are shown in Table 1.

<table>
<thead>
<tr>
<th>Loss term</th>
<th>Hyperparameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L_{shading} )</td>
<td>( w_{s1} = 1.0, w_{s2} = 9.0, w_{s3} = 3.0 )</td>
</tr>
<tr>
<td>( L_{smooth,A} )</td>
<td>( w_{a1} = 0.1, \delta_{a} = 0.15 )</td>
</tr>
<tr>
<td>( L_{reflect} )</td>
<td>( w_{r1} = 1.0, w_{r2} = 9.0, w_{r3} = 9.0 )</td>
</tr>
<tr>
<td>( L_{consist,R} )</td>
<td>( \delta_{r} = 0.6 )</td>
</tr>
</tbody>
</table>

3 Comparisons

We present more visual comparisons between our NIID-Net and previous methods [1, 2] on the IIW/SAW test sets in Fig. 3, Fig. 4 and Fig. 5. The odd rows present predicted reflectance images, and the even rows are predicted shading images, except that the first column shows input images. We show results of Bi et al. [1], Li and Snavely [2] (trained on CGI+IW+SAW), and our NIID-Net in each row in order. Our shading images have the most realistic visual effects.
Figure 2: Image editing results based on predicted and optimized shading. We estimate the color of shading for realistic image editing. The edited image based on optimized shading is more realistic than that based on the purely predicted shading.
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Figure 3: Visual comparisons on the IIW/SAW test sets.
Figure 4: Visual comparisons on the IIW/SAW test sets.
Figure 5: Visual comparisons on the IIW/SAW test sets.