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Section 1 (sizes):

Our Problem:
 Input: multi-view posed images of static scenes
 Output: factorize them into multi-view consistent intrinsic 

components: reflectance, shading, and residual layers; 
 Support online applications: recoloring, editable view synthesis, etc.

 Existing neural rendering with inverse rendering method (e.g. PhySG 
and InvRender): rely on accurate surface, may fail if bad geometry; 
can only perform editable view synthesis on object-specific scenes.

Our Solution:
 Intrinsic Neural Radiance Fields which introduce intrinsic 
decomposition into NeRF
 Unsupervised intrinsic prior with distance-aware point sampling
 Adaptive reflectance iterative clustering optimization
 Hierarchical clustering and indexing method with semantic 
constraints

                                                                                 
1. Motivation 2. Unsupervised Intrinsic Prior

 Distance-Aware Point Sampling: first randomly 
sample 512 points, and then randomly sample the 
remaining 512 points in the eight neighborhoods of 
each sampled point.

 Chromaticity Prior: 
 Reflectance Sparsity:
 Non-Local Reflectance Sparsity:

 Shading Smoothness: 
 Intrinsic Residual Constraints: 
 Intensity Prior: 

Hierarchical Clustering and 
Indexing Method

 Different adjacent instances of similar 
reflectance in a scene are incorrectly 
clustered together.

 Introduce hierarchical clustering with 
semantic constraints

Adaptive Reflectance Clustering
 RGB Transform: 
 Mean Shift
 Clustering Operation G
 Voxel Grid Filter
 Optimization: 

                                                                                 
4. Experiments

Quantitative Results
 Blender Object: for reflectance estimation, 
achieved the best results on our dataset and ranked 
2nd on Invrender dataset; for view synthesis, 
achieved the best results on both dataset.

 Ablation Studies of Each Loss Constraints.

 Comparable Results for View Synthesis on 
Blender Object.

 Comparable Results for View Synthesis and 
Semantic Segmentation on Replica Scene.

Qualitative Results
 Reflectance Comparison on Replica Scene

 VPS on Cityscapes 

 Scene Recoloring

zju3dv.github.io/
intrinsic_nerf

3. Clustering Optimization 
                                                                                 

 Illumination Variation

 Editable View Synthesis 
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