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图像缩放与补全



Outline

• Image resizing （图像缩放）

• Image completion （图像补全）



Image resizing

Change image size / resolution in Photoshop

像素尺寸

物理尺寸



Sampling

Reducing image size – down-sampling 



Is sampling really so easy?

Slides borrowed from Lingqi Yan (UCSB)



Is sampling really so easy?
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W agon W heel Illusion (False M otion)
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Aliasing

• Aliasing - artifacts due to sampling

• Why does aliasing happen?
– Signals are changing too fast but sampled too slow

Slides borrowed from Lingqi Yan (UCSB)



How to mathematically describe the 
changing speed of a signal?

Slides borrowed from Lingqi Yan (UCSB)
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Sines and C osines
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cos2⇡x

sin 2⇡x
Slides borrowed from Lingqi Yan (UCSB)
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Frequencies 
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cos2⇡x

cos2⇡fx

cos4⇡x

f = 1

f = 2

f =
1

T

Slides borrowed from Lingqi Yan (UCSB)



Slides borrowed from Lingqi Yan (UCSB)



Slides borrowed from Lingqi Yan (UCSB)



What are the frequencies of arbitrary signals

Slides: Hoiem, Efros, and others



Fourier Transform
• Represent a function as a weighted sum of 

sines and cosines.
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Fourier Transform
• Represent a function as a weighted sum of 
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• 𝐹 𝑢 = ∞−׬

∞
𝑓 𝑥 𝑒−𝑖2𝜋𝑢𝑥 𝑑𝑥

• 𝑓 𝑥 = ∞−׬

∞
𝐹 𝑢 𝑒𝑖2𝜋𝑢𝑥 𝑑𝑢

• 𝑥: space, 𝑢: frequency, 𝑒𝑖𝜃 = 𝑐𝑜𝑠𝜃 + 𝑖𝑠𝑖𝑛𝜃,

𝑖 = −1 
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Fourier Transform  D ecom poses A  Signal Into Frequencies
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spatial 

dom ain

frequency 

dom ain

F (ω) =

⇥

− ⇥

f (x)e− iωx dx F (ω) =

⇥

− ⇥

f (x)e− iωx dx

Inverse transform

f(x) =

Z 1

−1
F (! )e2⇡ i! x d!

Fourier transform

F (! ) =

Z 1

−1
f(x)e−2⇡ i! x dx

eix = cosx + isin xRecall

Fourier Transform

Slides borrowed from Lingqi Yan (UCSB)



Fourier Transform of sinusoids

Source: fpcv.cs.columbia.edu



Fourier Transform of constant function

Source: fpcv.cs.columbia.edu



Fourier Transform of Dirac function

Source: fpcv.cs.columbia.edu



Fourier Transform of box function

Source: fpcv.cs.columbia.edu



Fourier Transform of Gaussian function

Source: fpcv.cs.columbia.edu



Visualizing frequency content of images

G AM ES101 Lingqi Yan, U C  Santa B arbara

Visualizing Im age Frequency C ontent 
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Source: fpcv.cs.columbia.edu



Convolution Theorem

Source: fpcv.cs.columbia.edu



Sampling

• Sampling a signal = multiply the single by a 
Dirac comb function

Fourier 
Transform



Sampling = Repeating Frequency Contents

G AM ES101 Lingqi Yan, U C  Santa B arbara

Sam pling =  Repeating Frequency C ontents
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https://w w w .researchgate.net/figure/The-evolution-of-sam pling-theorem -a-The-tim e-dom ain-of-the-band-lim ited-signal-and-b_fig5_301556095

X

=

*
=

Spatial domain Fourier domain



Aliasing = Mixed Frequency Contents

G AM ES101 Lingqi Yan, U C  Santa B arbara

A liasing =  M ixed Frequency C ontents
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D ense sam pling:

Sparse sam pling:



How can we reduce aliasing?

Option 1: Increasing sampling rate

How large is enough?



Nyquist-Shannon theorem

• Consider a band-limited signal: has no 
frequencies above 𝑓0

• The signal can be perfectly reconstructed if 
sampled with a frequency larger than 2𝑓0

𝑓0−𝑓0 



How can we reduce aliasing?

Option 1: Increasing sampling rate

Option 2: Anti-aliasing 

Filtering out high frequendcies before sampling
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Visualizing Im age Frequency C ontent 
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Filter O ut H igh Frequencies (Blur)

 37

Low -pass filter

Slides borrowed from Lingqi Yan (UCSB)
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Filter O ut Low  Frequencies O nly (Edges)
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H igh-pass filter

Slides borrowed from Lingqi Yan (UCSB)
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Average Filter

Slides borrowed from Lingqi Yan (UCSB)



Average Filter

What is the Fourier transform of a rectangular 
function?



Average Filter = low-pass filter

Slides borrowed from Lingqi Yan (UCSB)



Wider kernel = lower frequency

Slides borrowed from Lingqi Yan (UCSB)



Gaussian filter



Guanssian filter



Steps for anti-alisaing

1. Convolve the image with low-pass filters (e.g. 
Average filter or Gaussian)

2. Sample it with a Nyquist rate



G AM ES101 Lingqi Yan, U C  Santa B arbara

Regular Sam pling

 55

Sam ple

N ote jaggies in rasterized triangle  

w here pixel values are pure red or w hite

Slides borrowed from Lingqi Yan (UCSB)
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Antialiasing



Today

• Image processing basics.

• Image sampling.

• Image magnification.



Image magnification Bilinear



Image magnification

Inverse of down-sampling (up-sampling)
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Interpolation
Interpolation

W
hat’s the value in between?



Nearest-neighbor interpolation

Not continuous

Not smooth



Linear interpolation

Continous

Not smooth

Interpolation

Interpolate (linear here)



Cubic interpolation

Continous 

Smooth

Interpolation

C
an w

e do better?

𝑦 = 𝑎𝑥3 + 𝑏𝑥2 + 𝑐𝑥 + 𝑑For each interval:
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Bilinear Interpolation
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u00

u01 u11

u10

Take 4 nearest sam ple 
locations, w ith texture 
values as labeled.
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Bilinear Interpolation
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u00

u01 u11

u10

t

s

A nd fractional offsets, 
(s,t) as show n
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Bilinear Interpolation
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u00

u01 u11

u10

t

s

lerp(x,v0,v1) = v0 + x(v1 − v0)

u0 = lerp(s,u00,u10)

u1 = lerp(s,u01,u11)

u = lerp(t,u0,u1)

Linear interpolation (1D )

Tw o helper lerps

u0 = lerp(s,u00,u10)

u1 = lerp(s,u01,u11)

f(x,y) = lerp(t,u0,u1)

u0

u1

Final vertical lerp, to get result:

u0 = lerp(s,u00,u10)

u1 = lerp(s,u01,u11)

f(x,y) = lerp(t,u0,u1)



Bicubic Interpolation



Comparison



Comparison

Generally bilinear is good enough

G AM ES101 Lingqi Yan, U C  Santa B arbara

Texture M agnification - Easy C ase

G enerally don’t w ant this — insufficient texture resolution 

A  pixel on a texture — a texel
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N earest Bilinear Bicubic

( )



Super-Resolution
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How to change aspect ratio?

? 

Simple Media Retargeting Operators 

? 

Letterboxing Scaling 

Michael Rubinstein — MIT CSAIL  – mrub@mit.edu 



Challenge

Changing Aspect Ratio 

Seam Carving 

Scaling 
Original 

Michael Rubinstein — MIT CSAIL  – mrub@mit.edu 

Changing Aspect Ratio 

Seam Carving 

Scaling 
Original 

Michael Rubinstein — MIT CSAIL  – mrub@mit.edu 

Changing aspect ratio causes distortion

Changing Aspect Ratio 

Seam Carving 

Scaling 
Original 

Michael Rubinstein — MIT CSAIL  – mrub@mit.edu 

Cropping may remove important contents



Changing Aspect Ratio 

Seam Carving 

Scaling 
Original 
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Changing Aspect Ratio 

Seam Carving 

Scaling 
Original 

Michael Rubinstein — MIT CSAIL  – mrub@mit.edu 

Content-aware resizing 



Basic idea

Problem statement: we need to remove n pixels from each row

Basic idea: remove unimportant pixels



Importance of pixel

How to measure importance of a pixel?

• A simple idea – edges are important

• Edge energy:



Greedy algorithm

Remove pixels or columns with the smallest energy?

Pixel Removal 

Optimal Least-energy pixels 

(per row) 

Least-energy columns 

Michael Rubinstein — MIT CSAIL  – mrub@mit.edu 
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Pixel Removal 

Optimal Least-energy pixels 

(per row) 

Least-energy columns 

Michael Rubinstein — MIT CSAIL  – mrub@mit.edu 



Seam carving

Find connected path of pixels from top to bottom

of which the edge energy is minimal

A Seam 

• A connected path of pixels from top to bottom (or left to 
right). Exactly one in each row 

Michael Rubinstein — MIT CSAIL  – mrub@mit.edu 



Finding the seam?

Finding the Seam? 

Michael Rubinstein — MIT CSAIL  – mrub@mit.edu 



Finding the seam?

Going from top to bottom

• If M(i,j) = minimal energy of a seam going through (i,j)

• Then:

• Solved by dynamic programing

The Optimal Seam 

• The recursion relation 

 

 

 

• Can be solved efficiently using dynamic programming in 

 

 (s=3 in the original algorithm) 

)1,1(),,1(),1,1(min),(),( jijijijiEji MMMM

)( mnsO

Michael Rubinstein — MIT CSAIL  – mrub@mit.edu 

Dynamic Programming 

• Invariant property: 

– M(i,j) = minimal cost of a seam going through (i,j) (satisfying the seam 
properties) 

5 8 12 3 

9 2 3 9 

7 3 4 2 

4 5 7 8 

Michael Rubinstein — MIT CSAIL  – mrub@mit.edu 



Results
Changing Aspect Ratio 

Seam Carving 

Scaling 
Original 

Michael Rubinstein — MIT CSAIL  – mrub@mit.edu 



ResultsChanging Aspect ratio 

Seams Scaling Cropping 

Michael Rubinstein — MIT CSAIL  – mrub@mit.edu 



Can we enlarge an image?



Seam insertion

Find k seams to insert

Then interpolate pixels



Questions?



Restoration

Object

removal

Image completion



Problem statement



p

空洞的边界 已知的样本区域

Examplar-based methods



Examplar-based methods

“剥洋葱”



The order matters!



基本问题: 结构保持

如何保持结构连续？



Image Completion with Structure 

Propagation

J. Sun, L. Yuan, J. Jia, and H. Shum

SIGGRAPH 2005

带交互的补全算法



算法概览

带有优先级的填充策略

1. 用户输入：用户在空洞区域以及已知图像区域勾画结构线, 

2. 结构补全：该算法在已知图像区域采样, 通过优化一个目标能量来决定
如何将样本填充被结构线覆盖的空洞区域

3. 纹理补全：补全剩余区域的纹理



目标能量

能量函数定义如下: 



目标能量

2.1 Energy M inim ization

W e define the follow ing energy on G

E (X ) =

i∈V

E 1(xi)+

(i,j)∈E

E 2(xi,xj), (1)

w here

E 1(xi) = ks ·E S (xi)+ ki ·E I(xi). (2)

E S (xi),E I(xi)and E 2(xi,xj)are energy term s forstructure,
com pletion, and coherence constraints, respectively. T hese
term s are defined in the follow ing paragraphs. ks and ki are
relative w eights. T he optim al sam ple labels X = {xi}

L
i= 1

are obtained by m inim izing the energy E (X ).

E S (xi) encodes the structure sim ilarity betw een the source
patch and the structure indicated by the user at each node
i. Suppose that source patch P (xi) and the target rectan-
gle w ith the sam e size centered at anchor point pi contain
tw o curve segm ents cx i and ci (the red and yellow curves
in F igure 3(a)), respectively. In structure propagation, w e
prefer a source patch P (xi) w hose cx i is sim ilar to ci in or-
der to generate the structure desired by the user. T herefore,
w e introduce the follow ing sym m etric energy term based on
curves ci and cx i:

E S (xi) = d(ci,cx i)+ d(cx i,ci), (3)

w here d(ci,cx i) =
s
||dist(ci(s),cx i)||

2 is the sum of the
shortest distance betw een all points in segm ent ci and cx i.
N ote that s is the index of the point in segm ent ci, and
dist(ci(s),cx i) is the shortest distance from point ci(s) on
segm ent ci to segm ent cx i,as show n in the m erged and en-
larged patch in F igure 3(a). E S (xi) is further norm alized by
dividing the totalnum ber of points in ci.

E I(xi) constrains the synthesized patches on the boundary
ofunknow n region Ω to m atch w ellw ith the know n pixels in
I−Ω,as show n in the green box in F igure 3(b). E I(xi)is the
sum of the norm alized squared differences (SSD ) calculated
in the red region on boundary patches. E I(xi) is set to zero
for allother patches inside Ω.

E 2(xi,xj) encodes the coherence constraint betw een tw o ad-
jacent synthesized patches P (xi)and P (xj),w here xi and xj

are labels for adjacent nodes. T his energy term is defined as
the norm alized SSD betw een their overlapped regions,w hich
are show n in the red box in F igure 3(b).

D ynam ic p rogram m in g (D P ) Since G is a single chain,
m inim izing the energy E (X ) for structure propagation can
be regarded as searching for a m inim al cost path w ith dy-
nam ic program m ing [B ellm an 1957]. T o find the m inim al
cost path from node 1 to L ,w e first define M i(xi) as the cu-
m ulative m inim alcost from node 1 to node i for allpossible
xi. D ynam ic program m ing traverses the nodes from 2 to L
and com putes M i(xi) for allthe paths recursively:

M i(xi) = E 1(xi)+ m in
x i− 1

{E 2(xi− 1,xi)+ M i− 1(xi− 1)}, (4)

w here M 1(x1) = E 1(x1). F inally, the optim al label of node
L is obtained by: x∗L = arg m inx L M L (xL ). T he m inim al
cost path can be back-traced by m aintaining a table during
the com putation of M i(xi). T his yields the optim al labels
for allnodes.

ci

ci

cx i

cx i

ci(s)
dist

(a) (b)

F igure 3: E nergy term s for structure propagation. (a) C urve
segm ents cx i (red) in the source patch,and curve segm ents
ci (yellow ) in the target rectangle. E S (xi) m easures the
structure sim ilarity betw een cx i and ci. dist is the shortest
distance (black dotted line) from point ci(s) on segm ent ci
to segm ent cx i. (b) T he green box show s the cost E I(xi)
on the boundary ofthe unknow n region. T he red box show s
the cost E 2(xi,xj) for neighboring patches.

3 G raph Structure P ropagation

Fora com plex scene,a single chain isoften insufficientto rep-
resent m issing salient structures in the unknow n region. For
instance,F igure 4(a) show s a m ore com plex situation w here
three curves w ith tw o intersections are specified. T o con-
struct a graph G from these three curves,both intersections
are first selected as anchor points. A dditionalanchor points
are then sparsely sam pled from the three curves, as show n
in F igure 4(b). D irectly applying dynam ic program m ing on
such a graph is, how ever, com putationally expensive. For
the generalgraph G = {V ,E} w ith K intersection nodes,the

com plexity ofdynam ic program m ing isO (L N 2+ K )(W e need
to enum erate allpossible state com binations at the intersect-
ing nodes). In this section, w e introduce an efficient belief
propagation algorithm to m inim ize the energy E (X ) w ith
com plexity O (2L N 2 ).

3.1 C om pletion using B elief P ropagation (B P )

B elief propagation is a probability inference algorithm pro-
posed by P earl[1988]that has becom e popular lately in m a-
chine learning and com puter vision (e.g., [Freem an et al.
2000]). B elief propagation is a local m essage passing algo-
rithm that can m inim ize the G ibbs energy defined on any
pairw ise undirected graph, e.g., our energy E (X ). T he ba-
sic m echanism of belief propagation is for each node in a
graph to receive m essages from its neighbors, then to send
updated m essages back to each ofthem . W e denote the m es-
sage sent from node i to j as M ij,w hich is a vector w ith N
elem ents over all values of xj. T he m essage M ij indicates
how likely node ibelieves that node j has the corresponding
label xj. A lgorithm 1 presents the m ain process of belief
propagation for im age com pletion.

T he core of belief propagation is its iterative m essage up-
dating procedure (E quation (5)). O nce the optim ized labels
{x∗i }

L
i= 1 are com puted, w e copy the sam ple P (x∗i) to each

node i to com plete structure propagation.

T he originalbeliefpropagation algorithm is defined in term s
ofprobability distributions. T here are tw o versions of belief
propagation: sum -product and m ax-product. Sum -product
com putes the m arginal posterior of each node, and m ax-
product m axim izes the posterior ofeach node. In this paper,
w e use the m ax-product. U sing negative log probabilities,
E quation (5) turns m ax-product into m in-sum .



实验结果



实验结果比较



实验结果



实验结果比较



Using local pathces may be insufficient

Criminisi et al. result



Scene Completion Using 

Millions of Photographs

James Hays and Alexei A. Efros

SIGGRAPH 2007

利用更多大数据



Scene Matching for Image Completion



Data

2.3 Million unique images from Flickr groups and keyword searches.



Scene Completion Result



The Algorithm

Input image Scene Descriptor Image Collection

200 matches20 completions
Context matching

+ blending

…

…



Scene Matching



Scene Descriptor



… 200 total



Context Matching































Using deep learning?




